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 Abstract of the Dissertation 

This research developed a novel API integration platform which provides 

essential information, both observation and predictive analytics, for making decisions 

in agriculture through APIs. The platform harmonized several data sources on climate 

and soil for operating agronomic models namely crop models and stochastic weather 

generators. Climatological data API is developed in compliance with Sensor 

Observation Service (SOS) API, an international standard interface, to secure 

interoperability between services. Soil API was built in order to provide soil profile, 

an essential information for determining water condition for crop growth. Users could 

acquire soil profile in a standard format compatible with crop models. The complex 

internal structure and diverse protocol of the data sources were hidden behind the 

APIs. These APIs were seamlessly wired in the API integration platform. Crop model 

API was developed by embedding a standalone crop model into the platform. It was 

virtually constructed as the top layer of the platform so that it can internally call other 

services for inputs. Crop model API provides a service on simulating crop growth 

processes and yield, and thus considered as a vital component of agricultural decision 

support systems. Weather generator APIs were developed in this platform in order to 

provide services on generating synthetic weather realizations of coming cropping 

season, indispensable inputs for crop models. Collection of APIs for data preparation 

and operating agronomic models were harmoniously constructed in this platform. 

Users could acquire data through APIs with no need to learn complicated internal 

structure of the models. Useful agricultural applications based on modeling can be 

easily developed by utilizing the services provided by the platform. This API 

integration platform, which revolutionizes the way to operate agronomic models, is a 

noticeable foundation for expanding applications and services in the agronomic arena.   
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 CHAPTER 1: Introduction 

Climate variability directly affects the crop growth and production across the 

globe. Uncertainties in changing climate, resources and economy cause growing needs 

for data to support decisions by agricultural communities, governments, public 

sectors and academia. Traditional decisions took place in the farms based on trial and 

error together with observation and knowledge passed down through generations. In 

agriculture 4.0, the era of data driven decision making and interoperability, observed 

data and predictive analytics are playing an important role for better decisions in 

order to increase productivity, minimize risks and optimize resource usages. Several 

forms of modern data collection devices such as sensors, Internet of Thing (IoT) and 

Unmanned aerial vehicle (UAV) are all around us for monitoring and collecting data 

on environment. We should take advantage of technology and data capabilities to 

achieve breakthroughs in better decision makings for agriculture. Data are essential 

for calibrating agronomic models for obtaining accurate results. Weather generator 

and crop simulation are the key technologies that have been using for predicting 

future condition based on input. Weather generator is a tool for predicting weather in 

coming season while crop simulation is one of the fundamental technologies for 

predicting crop growth, crop development and yield according to weather condition, 

crop management, soil condition and genetics. From the above reasons, demand on 

utilizing agronomic models as main engine for decision support systems is 
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accelerating. What-if questions for managements and decision makings can be asked 

to agronomic models instead of doing trial and error on real situations. Data 

availability and agronomic models can bring big benefits for precision and sustainable 

agriculture. 

1.1 Problem Statement 

Agronomic models were developed by scientists for research purposes, mostly 

as standalone applications or programs. Operating agronomic models are 

complicated with hundreds of internal components. Various data from different 

sources are required as input to agronomic models. Preparation of the data is an 

iterative and extremely time-consuming process. Moreover, multidisciplinary 

knowledge is necessary to fully understand and appropriately operate crop 

simulation and weather generator. Users need to understand the internal mechanism 

of the models. Various input data and enormous effort are required for calibrating and 

operating the models. These cause developments of decision support systems 

complex and only big team of developers can afford to do.  

The problems of current situation can be classified as follows: 

1. Lack of interoperability between climatological data from different sources. 

Each climatological data source has proprietary protocol and data format. 

It means that users need to learn a protocol and data format of each source 

one by one.  
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2. Lack of harmonization between climatological data and weather generator. 

Weather generators were developed in closed environment for operating as 

standalone applications. Data preparation for climatological data as 

required input of weather generators needs to be done manually. 

3. Intricacy of soil data. Soil data are kept in various formats according to 

survey teams’ preference. To prepare soil data for running agronomic 

models, soil data need to be formatted into complex hierarchical structure. 

4. Complexity of operating agronomic models. Programing languages used to 

develop agronomic models are suitable for scientific purposes but they do 

not harmonize with trend of applications or systems development. 

1.2 Objective 

The objective of this research is to develop an agronomic API integration 

platform that has a collection of web APIs for providing essential data in both 

observed and predictive analysis for facilitating development of agricultural decision 

support system. The platform should simplify procedures to operate agronomic 

models, as well as eliminate indirect logic tasks such as format conversion of data. In 

order to achieve the objective, web API frameworks which integrates DSSAT crop 

simulation model, stochastic weather generators and data preparation are 

implemented. With reference to the problem statement, the main tasks of this research 

to answer those classified issues are as follows: 
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1. Developing a climatological data API that enables interoperability of multi 

data sources 

2. Developing weather generator APIs as parts of the platform for exposing 

standalone weather generators online and seamlessly connecting to the 

climatological data API  

3. Developing a soil API to provide soil profile in a standard format suitable 

for DSSAT crop simulation model 

4. Developing a crop model API for online accessible DSSAT crop simulation 

model 

Each API shall work independent. Meanwhile, Output from an API shall seamlessly 

flow to be an input of another API. All APIs shall be connected for facilitating crop 

models’ operation.  

1.3 Dissertation organization  

Chapter 2 describes background knowledge required for this research as well 

as a problem analysis. Chapter 3 provides development lesson from previous research 

which is the inspiration to conduct this research. Chapter 4 provides the overview of 

this research including designing the API integration platform. Chapters 5 to 8 

describes the design and implementation details of each API in the platform: Chapter 

5 climatological API, Chapter 6 weather generator API, Chapter 7 Soil API, and 

Chapter 8 crop model API, respectively. Chapter 9 is the conclusion of the research. 
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CHAPTER 2: Literature Review and Problem analysis 

2.1 Overview of Crop Simulation 

Climate, seasonal weather conditions, soil, management and genotype affect 

crop growth, yield and resources use. Crop simulation models have been recognized 

as useful tools to simulate impact of environmental factors and management factors 

on crop growth and yield. The environmental factors can be separated into the aerial 

environment and the soil environment. The aerial environment information comes 

from a record of weather conditions such as temperature, solar radiation and 

precipitation. The soil environment information includes soil water status, the 

availability of soil nitrogen and other nutrients, the aeration status of the soil and the 

spatial distribution of the root system. Management factors can be crop scheduling on 

such as planting date, fertilizer management and harvesting date. The simulation of 

crop development, growth, and yield involves evaluating stages of crop development, 

the growth rate and the partitioning of biomass into growing organs. All of these 

processes are dynamic and are affected by environmental and cultivar specific factors 

(Tsuji, et al., 1998).  

Crop models have been using to simulate effects of the physical medium, 

climate and soil condition, and crop management schedule variations, e.g. planting 

date and fertilizing date, on crop production and environment at a farm scale. There 

are two main fundamental concepts for crop model, including comparing the 
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observed with simulation phenological events and comparing the observed result 

with simulated crop growth and yield. They can be used to quantify the gaps between 

potential and actual yield, to evaluate management options and to determine 

environmental impacts. They can also be utilized for yield predictions before 

harvesting at a specific season and location. Crop models enables us to quantify 

variability of crop growth or yield resulting from uncertainty in seasonal weather 

conditions and to predict the long-term impacts of climate change and land use 

options (Honda & et.al., 2016). Thus, crop simulation models can potentially provide 

a unique means of quantifying the potential impacts of climate change on crop 

performance and water use requirement in the evaluation of adaptation strategies. 

There are various crop models around the world, of which the ones developed by the 

three main groups have dominated their evaluations and applications in Asia 

(Timsina & Connor, 2000).  

These groups are listed as follows. 

1. Decision support system for agro-technology transfer (DSSAT) and crop 

estimation through resource and environment synthesis. DSSAT package 

consists of, such as, DSSAT-CERES, DSSAT-GUMCAS, DSSAT-CANEGRO. 

They have been developed under the international benchmark sites 

network for agro-technology transfer (IBSNAT) project in USA (Tsuji, et al., 

1998). 
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2. Dutch-Origin models, especially ORYZA 2000 (Bouman, et al., 2009). This 

model is jointly developed by the system analysis for rice production 

(SARP) project, Wageningen University and Research Center (WUR) and 

International Rice Research Institute (IRRI). It focuses on only rice 

simulation. 

3. Agriculture production system simulator (APSIM) models (APSIM, 2016). 

They are jointly developed by several organizations in Australia in the name 

of Agriculture Production Research Unit (APSRU) group.  

2.1.1 Data requirements for model operation and calibration 

Typical crop simulation models require information on location, weather, soil 

profile, management and initial conditions for model operation (Tsuji, et al., 1998), 

although details of the requirements are different. Models operating at a daily time 

step is the most appropriate for application to crop production and environmental 

sustainability problems. (Tsuji, et al., 1998) defined a minimum set of data as shown 

in Table 1 that could be widely for models operation. The defined minimum data set 

can be a guideline for data preparation. Various data are required for running crop 

models. Each data source provides data in its proprietary format and protocol. They 

cause time consuming in iteration of data preparation. 
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Table 1. Minimum data requirement for model operation 

Item Detail 

1. Location Latitude and longitude 

2. Weather Daily solar radiation, maximum and minimum 

temperatures, precipitation 

3. Soil profile Basic profile characteristics by soil layer and soil analysis 

4. Management Cultivar name and type, planting information, irrigation 

and water management, fertilizer application, chemical 

application 

5. Initial condition Previous cop, root, water, ammonium and nitrate by soil 

layer 

 

Before operating the model, model calibration need to be performed. Data set 

which are mentioned in Table 1 and crop performance information shown in Table 2 

are required. 

Table 2. Crop performance information for model calibration 
Item Detail 

Crop performance Date of emergence 

Date of flowering 

Date of onset of bulking in vegetative storage organ 

Date of physiological maturity 

Leaf area index and canopy dry weight at 3 stages during life 

cycle 

Canopy height and breadth at maturity 

Yield in dry weight terms 

Canopy dry weight or harvest index 
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Harvest product individual dry weight e.g. weight per grain 

Harvest product number per unit at maturity e.g. seeds per spike 

Damage level of pest 

Number of leaves produced on the main stem 

N percentage of economic unit 

N percentage of non-economic parts 

 

2.1.2 Simulation of crop yield 

Crop growth simulation consists of three main areas; growth duration, growth 

rate and stresses which influence the two processes. Growth duration is extremely 

important in the determination of potential crop yields.  

2.2 Decision support system for agrotechnology transfer: DSSAT 

DSSAT was developed by an international network of scientists, cooperating in 

the International Benchmark Sites Network for Agro-technology Transfer project 

(IBSNAT), for facilitating the application of crop models in a systematic approach to 

agronomic research (Tsuji, et al., 1998). Knowledge about soil, climate, crops, and 

management for making better decisions about, e.g., transferring production 

technology from one location to another where soils and climate are different, are 

considered. DSSAT aims at creating system for predicting behavior of crops according 

to environment. It was developed to support decision-makers to overcome limitation 

in time and human resources required for analyzing complex alternative decisions. 

Moreover, it is also a framework for researchers to integrate new knowledge and to 
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apply them to research questions. The DSSAT Cropping System Model (CSM) 

simulates growth and development of a crop over time, as well as the soil water, 

carbon and nitrogen processes and management practices. The main component of 

DSSAT CSM is shown in Figure 1. 

 

Figure 1. Overview of the components and modular structure of the DSSAT cropping system model 
Source: (Tsuji, et al., 1998) 

 

DSSAT is composed of various crop models that are executed under one shell. 

The available DSSAT crop models are the CERES models (for barley, maize, sorghum, 

millet, rice and wheat); the CROPGRO models (for dry bean, soybean, peanut and 

chickpea); root crops (for cassava and potato) and other crops (for sugarcane, tomato, 

sunflower and pasture). The crop model architecture differs from one model to 

another. Less than one shell (interface), simulation controls and management 



API Integration Platform for Agronomic Models   

 

 

 

11 

scenarios can be invoked in the system to simulate the crop growth. The model can 

simulate seasonal sequential cropping systems and a single cropping (Tsuji, et al., 

1998). Crop models are useful but have internal complex structure. 

Table 3. Summarizing output files of DSSAT CSM 
Output File Name Type of File Description 

Error.OUT Detail Echo of screen errors 

ET.OUT Daily Soil-Plant-Atmosphere (evaporation and 

transpiration) 

ETPhot.OUT Daily Leaf level photosynthesis (CROPGRO crops 

only)  

Evaluate.OUT Summary Measured vs. observed values 

FloodN.OUT Daily Flooded field nitrogen processes 

FloodW.OUT Daily Flooded field management 

List.OUT Auxiliary List of unit assignments for output files  

OUTPUT.PLIST Auxiliary List of output files 

Overview.OUT Summary Detail seasonal summary of plant growth 

processes 

Pest.OUT Daily Pest and disease damage 

PlantC.OUT Daily Plant Cardon (CROPGRO crops only) 

PlantGRO.OUT Daily Plant growth 

PlantN.OUT Daily Plant Nitrogen 

PlantNbal.OUT Summary Seasonal balance of plant nitrogen processes 

(CROPGRO crops only) 

SoilC.OUT Daily Soil carbon 

SoilN.OUT Daily Soil Nitrogen 

SoilNbal.OUT Summary/Daily Seasonal and daily balances of soil nitrogen 

processes 

SoilTemp.OUT Daily Soil Temperature 

SoilWat.OUT Daily Soil water 

SoilWatbal.OUT Summary/Daily Seasonal and daily balances of soil water 

processes 

Somlit1.OUT Detail/Daily Soil organic matter detailed by soil layer 

SOMLITC.OUT Daily Soil organic carbon 

SOMLITM.OUT Daily Soil organic nitrogen 

Summary.OUT Summary Seasonal summary of simulation 

Warning.OUT Detail Warning issued by various modules related 

to conditions of simulation  

Weather.OUT Daily Weather 

Work.OUT Detail Simulation details for CSCERES wheat or 

barley simulations only 
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 There are several output files generated by DSSAT CSM as describe in  Crop 

models are useful but have internal complex structure. 

Table 3. The main output which describe the development stage and amount of yield 

is Summanry.OUT. 

2.3 Weather generator models 

Weather generators are statistical models, which are useful for generating 

synthetic weather sequences or weather realizations (Hanse & Ines, 2005). They are 

essential for crop yield predictions and risk assessment because of their ability to 

simulate seasonal climate in advance of the growing season. Sub-seasonal to seasonal 

(S2S) forecast, from two weeks to seasonal time scales, are regularly released by 

several international agencies such as World Meteorological Organization (WMO) 

(WMO, 2012). When linked with crop growth models, weather generators allow 

simulation of crop growth and distributions of expected yields (Wilks & Wilby, 1999). 

Together with crop models, they are used for implementing decision support systems 

for agricultural risk management related to climate and weather uncertainties. The 

results of crop models can provide expected yield distributions to farmers, e.g., the 

ones provided by Tomorrow’s Crop framework (Teeravech, et al., 2013). The resulting 

yield distributions represent not only the average value but crop yield’s stability and 

associated risks, which are more useful information for decision making. Daily 

weather realizations from weather generators have been used not only in agriculture 
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but also in various fields, such as water engineering design, ecosystem and climate 

change simulations, because observed meteorological data are often inadequate in 

terms of their temporal and spatial coverages (Wilks & Wilby, 1999). They have been 

utilized to fill up missing historical data, assess the impact of climate change such as 

droughts, rainfall pattern change and extreme temperature (Wilks & Wilby, 1999). 

Most of the weather generators have been developed as stand-alone programs 

using programming languages suitable for scientific computations, such as, Fortran 

and Pascal. However, stand-alone programs developed in these programming 

languages cannot readily serve clients over the Internet as a service, and cannot be 

linked with other web services, e.g., web-based simulations. In this regard, the 

usability of weather generators is limited. Similarly, weather generators’ output 

formats can vary and metadata are not included resulting in their lack of portability 

and interoperability. Nowadays, some climatological data are available online, e.g. 

IRI/LDEO Climate Data Library (IRI, 2016), daily Agro-meteorological Grid Square 

Data System (Chinnachodteeranun & Honda, 2016), among others, that can be 

retrieved and transferred over the Internet, however, their data formats and APIs are 

oftentimes different. Weather generators have been developed as standalone 

applications, while decision support systems (DSS) for farm management are now 

being developed as web applications. Processing and providing climate and weather 

data for DSS web applications, however, is still a bottleneck. 
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2.3.1 Stochastic weather generator 

Weather generators are models that use stochastic method for generating 

synthetic daily weather data (realizations). Long-term climate data are used to 

calibrate the stochastic model. Weather generators are often used to generate weather 

scenarios as input to crop models in order to study the impacts of climate variability 

to crop production (Hanse & Ines, 2005).  

Two stochastic weather generators are involved in this research. The first model 

is used for stochastic disaggregation (temporal downscaling), called, DisAg (Hanse & 

Ines, 2005). The second model is a parametric downscaling method for probabilistic 

seasonal climate forecasts (SCF), called, predictWTD (Ines & Han, 2015). The 

predictWTD embeds the DisAg program inside of its algorithm which expands the 

capability of DisAg to downscale the full distribution of SCF. The detail of the 

stochastic weather generators included in this paper are described in (Hanse & Ines, 

2005). Some basic concepts are described here, in order to understand better the data 

requirement and data flow, which are important for designing and implementing 

them as web services. Figure 2 presents the schematic for DisAg. Long-term climate 

data that consists of solar radiation (SRAD), maximum temperature (TMAX), 

minimum temperature (TMIN), and rainfall (RAIN), is required for calibrating the 

stochastic models. 
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2nd order Markov model. The continuous model in Equation 1 is a function for rainfall 

intensity, a hyper-exponential distribution, as used by DisAg.  

There are several methods that users can choose in DisAg to downscale or 

disaggregate monthly forecasted rainfall by inverting Equation 1: 

1. Matching monthly rainfall amount. This is an iterative process that 

generates stochastic rainfall sequences, which exactly match total rainfall 

target. The iterative process stops when the total of monthly rainfall is 

within 95% accuracy, and then rescaled to match exactly the target rainfall 

amount. 

2. Conditioning rainfall intensity. This generates rainfall realizations by 

adjusting rainfall intensity model parameters of Equation 1 based on target 

monthly rainfall, while holding rainfall occurrence parameters in their 

climatological values (derived from long-term climate data). 

3. Conditioning rainfall frequency. This generates realizations by adjusting 

rainfall frequency model parameters of Equation 1, while holding rainfall 

intensity model parameters in their climatological values. 

4. Combinations of 1 to 3. 

SRAD, TMAX and TMIN are generated based on a tri-variate normal model 

conditioned on rainfall (Ines & Hansen, 2006). 
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 The predictWTD enhances DisAg’s capability by downscaling the full 

distribution of seasonal climate forecast. Seasonal climate forecasts are usually issued 

in tercile probabilities, which are probability of below-normal (BN), near-normal (NN), 

and above-normal (AN) (Figure 3) (Min, et al., 2016). Climate forecasting can facilitate 

risk assessment, preparation and adaptation for global decision-making and planning 

in various sectors such as energy, water and food security (IRI, 1997). The 

International Research Institute for Climate and Society (IRI) has been issuing 

seasonal climate forecasts of precipitation and temperature since 1997 (IRI, 1997) using 

a two-tiered dynamically based multi-model prediction system (Barnston, et al., 2010). 

It issues 3-month period forecasts, which are updated every month. The predictWTD 

can generate weather realizations based on climatological distribution, or from actual 

seasonal climate forecast (see Figure 3) (Ines & Han, 2015).  

 

Figure 3. Comparison graph between climatological distribution and forecast distribution 
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2.4 Climatological data 

Climate and weather information are essential for farm management and 

decision support systems in agriculture. Farmers gain their knowledge by looking at 

how crops respond to historical climate conditions. Information of future weather and 

climate in the coming cropping season will help farmers make proper plans for farm 

management. Based on these requirements, agronomists and application developers 

provide decision support systems, which require historical climate conditions and 

future weather conditions of the coming season for farmers. Good accessibility to 

farm-scale climatological data is one of the most important requirements for 

developing decision making systems, such as DSSAT (http://dssat.net), which is being 

developed through international collaboration. Gridded climate data are readily 

available, which provide historical climate and weather data. For example, The 

National Agriculture and Food Research Organization (NARO) has been providing 

gridded climatological data for the whole of Japan (Hiroyuki, et al., 2016) (NARO 

Agric.Rec.Cent., 2016). Gridded data are very useful for regional decision making, 

such as developing crop suitability maps or estimating regional crop development, 

because they provide weather and climate data in a spatially-distributed way. Long-

term climatological data are vital for analyzing the impact of climate changes on 

cropping, as well as modeling future weather scenarios. On the other hand, farmers’ 

interests focus more on each individual farm, which is a specific point; thus, decision 
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support systems for farmers are usually made to utilize data sources that have a point-

based structure. In general, point-based weather information can be obtained from 

weather stations, although long-term climate is hardly available in most situations. 

Official weather stations provide a point-based data source; however, they are often 

located far away from farms. Fusing gridded data with local point data could provide 

more useful information for decision support systems for agriculture. The 

heterogeneity of the data source is increasing as the field sensor network system is 

expanding to agriculture fields under the concept of the Internet of Things (IoT). In 

this situation, the standard web API that secures the interoperability on various 

meteorological data and other agro-environmental data is becoming more important. 

2.4.1 Weather realization 

Weather realization is synthetic climate data as output of weather generator. In 

this research, weather realizations are generated and written in WTD or WTDE format. 

One WTD file represents one weather realization in the specified time span. The 

number of WTD files, which represents to total number of realizations, is controlled 

by the parameter file. For example, if number of realizations in the parameter file is 

100, then 100 WTD files are generated. The filename of weather scenario is based on 

the weather station name followed by scenario number, for example, the station name 

is MEMU then the first scenario will be named MEMU0001.WTD. 
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2.5 Interoperable climatological data 

Many organizations have been working on monitoring and recording weather 

conditions and then providing those data on the Internet. For the convenience of users, 

some organizations operate climate data portals while serving data from other 

organizations. Each data source provides data in their proprietary formats with 

different protocols. Weather realizations, which are generated from weather 

generators are in WTD or WTDE format. This growing number of data formats and 

protocols causes a problem for data exchange and application development. To enable 

information interoperability from observed and generated data by models, open 

standard web API can play an important role. 

2.5.1 Sensor Observation Service (SOS) 

SOS is a standard protocol and application program interfaces (APIs) which 

was adopted as an OGC standard in the SWE framework for accessing measured 

sensor observations and sensor metadata registered. Official OGC implementation 

specification version 2.0 is available on OGC’s homepage (Open Geospatial 

Consortium, 2012).  Clients can obtain point weather data through SOS API in the 

same format and mechanism even though data are from different data source or 

structure. Once users experience SOS API, they can retrieve data from any source with 

SOS support. The same program can be reused without modification. SOS API assures 

interoperability of point-based weather data in time series format. 
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The main objectives of SOS are accessing to observed data in a standard way 

and mediator of data exchange and sensor system while hiding heterogeneous 

structure of sensor data formats and protocols.  Three core operations required for 

SOS are; 

1. GetCapabilities: this operation allows clients to access metadata and a list 

of available operations on SOS server. The request and response format is 

defined in (Open Geospatial Consortium, 2016).  

2. DescribeSensor: it is the operation for retrieving metadata of physical 

sensors. Sensor Model Language (SensorML) is used for encoding sensor 

metadata (Open Geospatial Consortium, 2016). 

3. GetObservation: this operation is for accessing observed data by allowing 

spatial, temporal and thematic filtering. The data are returned in O&M 

document encoding approved as an OGC standard, which is XML format 

(Open Geospatial Consortium, 2016). O&M is used for encoding data 

observed by sensors. The observation comprises timestamp, value, 

observed property and feature of interests. 

There are several examples of applications and services, which manage 

weather data and metadata, using SOS API such as agriculture service application 

(Honda, et al., 2014) and crop simulation application (Chinnachodteeranun, et al., 

2015). These applications have been providing information to farmers in Japan. They 



API Integration Platform for Agronomic Models   

 

 

 

22 

retrieve weather data from various kinds of sensors from various sources through the 

same program. National Oceanic and Atmospheric Administration (NOAA) has been 

utilizing SOS API for providing weather data such as on (National Oceanic and 

Atmospheric Administration, 2016).  

SOS API is suitable as an intermediate layer for providing weather data to 

applications. A system can request metadata and data without knowing how the data 

are stored in the database, but just following the API specification. Applications do 

not need prepare data access routines for each data source. This reduces the time and 

cost of programming. Honda, Ines, et al. (2014) demonstrated efficiency of SOS in an 

agricultural application that accesses several different sensor systems. 

Ministry of Internal Affairs and Communications in Japan accepts SOS as one 

of the standard APIs for managing agro-environmental sensor data in agriculture 

(Prime Minister of Japan and His Cabinet, 2015).  

2.5.2 International Consortium for Agricultural Systems Applications 

(ICASA) standard 

International Benchmark Sites Network for Agrotechnology Transfer (IBSNAT) 

project (Uehara & Tsuji, 1993) developed ICASA standards. ICASA defined standard 

data formats for documenting experiments and modeling crop growth and 

development (White, et al., 2013) . The ICASA standards are implemented in plain 

text in a hierarchical arrangement with major separations among descriptions of 
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management practices or treatments, environmental conditions (soil and weather 

data), and measurements of crop responses. The goal of the ICASA standards is to 

provide a reliable and flexible structure for documenting experiment, detailed 

information is required on weather, soil, crop cultivars, weeds, diseases, pests, and 

crop management, along with measurements of crop growth and of dynamic soil 

characteristic. 

Most weather generators and crop models require daily weather data as inputs. 

ICASA standard format “WTH” provides a basis for writing daily weather data 

(White, et al., 2013). WTH format is written in plain text, with special syntax and 

formatting rules (Figure 4). The weather generators used here accept daily weather 

data in the same format as WTH file (yearly), and longer-term weather files called 

WTD or WTDE file (multiple years). Weather file in WTH format is used in DSSAT 

model, one of the most popular crop simulation platforms used today.  

 

Figure 4. Example of WTH, WTD and WTDE daily weather file, DATE format is YYYYDOY, (DOY 
is Day of year), SRAD=Solar radiance in MJ/m2-day, TMAX, TMIN are maximum and minimum temperature 

in Celsius, RAIN is precipitation in mm. 
 
 

@  DATE  SRAD  TMAX  TMIN  RAIN 

2015001  17.5  26.1  16.1   0.0 

2015002  16.2  29.5  14.7   0.0 

2015003  17.3  27.9  14.9   0.0 

2015004  17.7  32.9  17.7   0.0 

2015005  16.0  30.9  15.8   0.0 
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2.5.3 MetBroker 

MetBroker (Ninomiya, et al., 2007) was one of the first systems that introduced 

the concept of interoperability between clients and legacy weather databases. The 

main concept of MetBroker was to provide client applications with single method to 

access different weather data sources, by which it absorbs the heterogeneity of each 

database. MetBroker has single API for clients, while it holds a pool of drivers that 

interface with each heterogeneous weather database. When a new database is 

connected to MetBroker, a new driver is developed as plug-in and added to the pool. 

MetBroker is a collection of Java classes, and clients can easily embed in their code. 

MetBroker provided web access portal for clients to obtain data from various 

databases in the same format. 

Several applications have been developed on top of MetBroker. For example, 

(Laurenson & Ninomiya, 2001) developed a simple application for predicting maturity 

and harvesting date of Maize. (Laurenson, et al., 2001) developed a tool to analyze the 

risk of extreme climatic events. These applications demonstrated the effectiveness of 

MetBroker, then the importance of interoperability. MetBroker is rather bound to Java 

programing language. Recently, applications are developed as web applications in 

various programming languages such as Python and PHP. To fulfill current trend of 

development, web API can be applied to support crossing platform development.  
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2.6 Soil Database 

Computer simulation models have recently become more common and 

acceptable for impact assessment studies and for supporting policy decisions on 

different temporal and spatial scales. Soil data are one of the main inputs for running 

simple to complex models such as crop simulation model (Tsuji, et al., 1998). Running 

crop models, detailed, extensive, quantitative and geo-referenced databases covering 

small to large regional areas are needed. Unfortunately, often these data- bases are 

neither in the formats nor in the specific dimensions required for crop and 

environmental models (Batjes, 2012). 

Soil data requirements obviously vary, depending on the processes that are 

simulated within a particular model, but for many management- orientated models, 

there are considerable overlaps.  

There are many situations in which model users simply do not have access to 

such soil data. In such cases, there are only limited options, all of which may involve 

rough estimates and plain guesses. One is to use generic data that are typical for 

texture of soil; for example, there are several such profiles in the DSSAT soils database, 

such as “deep silty clay” and “shallow sandy loam”. A second option is using a soil 

map. With sufficient spatial resolution, it is possible to identify the soil class for a 

particular location, but relatively few of the required variables (Table 4) are included 

in soil map information. It would be very helpful to have good examples of soil input 
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files for a particular profile that has similar type to the profile that is to be used for a 

simulation. Soils database includes many profiles from around the world into a format 

that contains the information typically needed as input to biophysical and ecosystem 

models (Table 4) and is suitable for operating and running the DSSAT crop simulation 

models. 

The International Soil Reference and Information Centre (ISRIC) developed a 

detailed geo-referenced soil database, entitled “World Inventory of Soil Emission 

Potentials” (WISE). Rules were applied to most soil parameters (Table 4) to verify if 

the value under evaluation fell within a range of values already established in the 

literature. The established limits for maximum and minimum values and associated 

references are shown in Table 5. 
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Table 4. Soil data input requirements for a daily time-step crop simulation model, such as the Cropping System Model (CSM) 
(Ritchie et al., 1990; Jones et al., 2003) 
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Table 5. Rules to identify potential discrepancies observed in the WISE soil database (Ritchie et al., 1990; Jones 
et al., 2003) 

 

2.7 Web API Framework 

Web API leads to reusability, simplicity, extensibility, and clear separation of 

component responsibilities (Sun, 2009). Representational State Transfer (REST) is a 

web service architecture that focuses on a system's resources, including how resource 

states are addressed and transferred over HTTP (Rodriguez, 2015). A resource is an 

item of interest which can be application objects, database records, algorithms, and so 
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on. Every resource is uniquely addressable using a Universal Resource Identifier 

(URI). Resources are manipulated using HTTP methods, GET, POST, PUT, and 

DELETE. HTTP methods are mapped to create, read, update and delete (CRUD) 

actions for a resource (Huang, et al., 2009). Basic usage of HTTP methods is illustrated 

as follow. 

1. POST method is used for creating resource on a server. 

2. GET method is used for retrieving a resource. 

3. PUT method is used for changing a state of a resource or to update it. 

4. DELETE method is used for removing or deleting a resource. 

Resources have representations. A representation is a content in a HTTP 

message which can be represented in multiple formats. XML, JavaScript Object 

Notation (JSON), Atom, binary formats such as PNG, JPEG, GIF, plain text, and 

proprietary formats are used to represent resources. REST provides the flexibility to 

represent a single resource in multiple formats (Sun, 2009). 

An interaction of requests between the client and server is stateless. The 

meaning is each request from the client to the server must contain all the information 

necessary to understand the request including credentials for the Resource Request 

Handler to process the request. A service should not rely on the previous request. 

REST has emerged as a promising alternative to SOAP-based services due to their 

simplicity, lightweight nature, and the ability to transmit data directly over HTTP 
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(Sun, 2009). Mainstream web 2.0 service providers such as Google, Facebook and 

Yahoo adopted REST for providing their services. Clients can be implemented using 

a wide variety of languages such as Java programs, Perl, Ruby, Python, PHP, and 

JavaScript.  

RESTful Web services are generally accessed by an automated client or an 

application acting on behalf of the user. However, their simplicity makes it possible 

for humans to interact with them directly, constructing a GET URL with their Web 

browser and reading the content that is returned.  

Exposing a system's resources through a RESTful web service is a flexible way 

to provide different kinds of services with data formatted in a standard way 

(Rodriguez, 2015). It helps to meet integration requirements system that needs to 

combine several data sources and services. Each data and service can be refered as a 

unique resource which means that a resource can be directly requested by one request. 

Due to the statelessness principle, REST makes the system really scalable since the 

servers do not keep any information from any of the clients. This means that every 

single machine that is part of the system is able to receive any kind of request from 

any of the clients and generate a proper response which is good for managing 

distributed resources.  
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2.8 Agriculture 4.0 

Agriculture 4.0 is a modern agriculture form supported by Internet of Thing 

(IoT), sensors, network and cloud computing. The term Agriculture 4.0 adopted from 

the term industry 4.0. The main concepts are Cyber-Physical System (CPS) and data 

exchange (Hermann, et al., 2015). The fundamental principles are as follows. 

1. Interoperability: It is key principle for Industry 4.0. The ability of machines, 

devices, sensors, and people to connect and communicate with each other 

via the Internet of Things (IoT) or the Internet of People (IoP) (Hermann, et 

al., 2015). 

2. Virtualization: It is an ability to monitor physical processes. Data are linked 

to simulation models (Hermann, et al., 2015). The ability of information 

systems to create a virtual copy of the physical world by simulation models 

with sensor data. This requires the aggregation of raw sensor data to higher-

value context information. 

3. Decentralization: The ability of CPS to make decision by their own based on 

monitoring data. Tasks can be performed automatics as much as possible 

(Hermann, et al., 2015).  

4. Real-Time Capability: The ability for collecting and analyzing data in real-

time (Hermann, et al., 2015). First, the ability of assistance systems to 



API Integration Platform for Agronomic Models   

 

 

 

32 

support humans for making informed decisions and solving urgent 

problems on short notice.  

5. Service Orientation: Industry 4.0 is based on service oriented architecture. 

CPS has their functionalities as an encapsulated web service (Hermann, et 

al., 2015). 

6. Modularity: Modules should have flexibly adaptation and expansibility. 

Agriculture 4.0 comes with the concept of precision agriculture. It is an agricultural 

practice that utilizes data and technologies to make better decisions and management 

for minimizing resource usage while maximizing yield. Data are playing an important 

role in this era. 

Agriculture 4.0 will be extremely efficient to agriculture. Characteristics of farm 

land and progress of crop growth vary even in a single farm. Adaptation of agriculture 

4.0 will make it possible to obtain state of the farm and crop dynamically, then 

optimize treatments in a local context with very small granule, which is an ultimate 

precision agriculture. 
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CHAPTER 3: Development lesson 

3.1 Developing web-based yield prediction application 

We developed a web-based crop simulation system for wheat and rice named 

as Tomorrow’s Crop (TMC). The application is available on http://tesla.isc.chubu.ac.jp. 

DSSAT is used as a simulation engine that calculates expected yield for different 

weather, climate and agronomic scenarios. The system links various data sources such 

as Daily agro-weather data generated by NIAES (Kuwagata, et al., 2011) from 

AMeDAS data (Japan Meteorological Agency, 2016) in Japan, IRI data sources (IRI, 

1997), NASA data source and World Bank’s climate change dataset.  Japanese data 

sources are collected and stored in a cloud sensor infrastructure named cloudSense 

(Honda, et al., 2014). The cloudSense provides historical weather data, which are 

minimum temperature, maximum temperature, precipitation and solar radiation, via 

Sensor Observation Service (SOS) interface defined as OGC’s standard API. The long-

term weather data are seamlessly connected to a weather generator for generating 100 

weather realization in order to reflect the uncertainty in weather scenario into 

expected yield. The application was developed in monolithic style which includes 

several components as visualized in Figure 5.  
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Figure 5. Tomorrow's Crop component diagram 
 

Figure 6 visualizes a user interface when the application acquires the historical 

data and visualizes them on graphs. Users can set other factor of scenarios by giving 

a planting date, a variety of wheat and soil characteristics from an interactive web user 

interface as show in Figure 7. The result of the crop simulation, as shown in Figure 8, 

is expected wheat yield distributions shown as box-plots for five different planting 

dates. It supports decision making of farmers to set the best planting time window to 

optimize the yield considering the stability and risk.  
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Figure 9. Development diagram of TMC 
 

3.1.1 Procedure for preparing climatological data 

we describe the general procedures in preparing climatological data for 

running legacy weather generators in this section. These steps must be performed 

often manually, as illustrated in Figure 10. 
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From the retrieval of data (from a data source), one needs to learn the data 

accessing protocol and format. After retrieving the data, all missing data need to be 

filled, as weather generators cannot process a dataset with missing data above a 

threshold volume. A weather station captures weather data at various time-intervals. 

In case of public weather station networks, they usually publish their daily data, but 

some stations capture data at every 5 or 10-minute intervals and publish those data as 

it is. In such a case, the data must be aggregated at daily-interval and its unit of 

measurement (UOM) must be changed, accordingly. Matching the UOM of each 

climate variable is very important; otherwise, there could be some hidden errors in 

the final dataset. Lastly, the aggregated daily data must be transformed in formats 

compatible with weather generators.  

 

3.1.2 Procedure for running weather generator 

This section describes the operation of weather generators. DisAg was 

implemented in Delphi, and predictWTD was written in Fortran. These programming 

languages are strong for scientific computations; however, they lack of good support 

for cross-platform and cross-languages portability, or compilers are expensive. Before 

running the weather generators, the programs must be recompiled to create 

executable programs so that they can be compatible with users’ operating system. If 

the operating system changes, the programs will need to be recompiled. It is not 
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The following shows the contents of the parameter file (Figure 11) that set the 

conditions for running weather generator.  

• Station: MEMU indicated that historical weather data as input to 

weather generator is in MEMU.WTD file 

• Simulation horizon: is used for defining time span of crop calendar. In 

this example, it is for informing the crop model that the starting date of 

the cropping is on the day of year (DOY) 250 of year 2012 and harvesting 

date is on DOY 180 of year 2013. 

• Prediction horizon: is used for defining time span of weather realization 

to be generated. In this example, weather realization will be generated 

from the first day of November, 2012 until 31st January 2013. 

• nRealz: is for identifying number of realizations to be generated. 

• Seasonal_climate_forecasts: is a seasonal climate forecast scenario 

parameter. In this case, the probability of rainfall being Below_Normal 

category is 33%, Near_Normal category is 34% and Above_Normal 

category is 33%. These tercile probabilities indicate a climatology 

scenario of seasonal rainfall for the season of interest.  

• Flag: is to define the method of rainfall function which is described in 

the previous section. The digit “1” in the flag indicate that the 

corresponding method is selected. Matching method is referred in the 
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parameter file as “rainfall amount”. Conditioning rainfall intensity 

method is referred as “intensity”. Conditioning rainfall frequency 

method is referred as “frequency”. The model developer suggests to set 

the Flag to 100 which means that the model will regenerate rainfall 

amount based on rainfall amount method. 

• Mode: is to identify if the generator runs on a hindcast or actual forecast.  

• Directory: is to define a working directory. 

The format of param_WTD.txt file is strict. If the file is not in the right structure, 

the process will not work. Users need to understand every parameter for operating 

the model. This is a barrier for new comers who wanted to utilize weather generators 

as a product. The file needs to be in the same directory with the executable program. 

Operating conditions for running a weather generator using a plain text format is not 

convenient and can easily lead to errors e.g., file formatting mismatch. If we can 

bundle the weather generator operation including data input preparations as a web 

service, generating weather scenarios will be more convenient. 

Most of the weather generators have been developed as stand-alone programs 

using programming languages suitable for scientific computations, such as, Fortran 

and Pascal. However, stand-alone programs developed in these programming 

languages cannot readily serve clients over the Internet as a service, and cannot be 

linked with other web services, e.g., web-based simulations. In this regard, the 
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usability of weather generators is limited. Similarly, weather generators’ output 

formats can vary and metadata are not included resulting in the lack of portability and 

interoperability. Nowadays, some climatological data are available online, e.g. 

IRI/LDEO Climate Data Library (IRI, 2016), daily Agro-meteorological Grid Square 

Data System (Chinnachodteeranun & Honda, 2016), among others, that can be 

retrieved and transferred over the Internet, however, their data formats and APIs are 

oftentimes different. Weather generators have been developed as standalone 

applications, while decision support systems (DSS) for farm management are now 

being developed as web applications. Processing and providing climate and weather 

data for DSS web applications, however, is still a bottleneck. 

3.1.3 Procedure for running crop simulation 

To run DSSAT as back end of the application, we need to recompile the Fortran 

source code to be able to call using command line in suitable environment with 

operation system (OS) environment. DSSAT is written in Fortran programing 

language under hundreds of files from several developers. To compile these files, it is 

not a straightforward procedure. We need to find a suitable compiler and libraries as 

well as cracking into the source code according to the difference of directory definition 

between Window OS and Linux OS. In spite of the good support from DSSAT 

community (http://dssat.net/210), huge effort and time are required for recompiling 

the code. 
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3.2 Problem statement from the development lesson 

We encountered problems from developing TMC (Teeravech, et al., 2013). We 

needed to work on developing iterative data processing, starting from querying data 

from climatological data sources, followed by data quality control since weather 

generator could not process incomplete data series (contained missing data), and 

lastly formatting the data to make them compatible as input to the weather generator 

model. Moreover, legacy weather generators and crop model, written in different 

programming languages such as Delphi and Pascal, are not portable, hence a 

significant effort must be spent on compiling them and keeping them up-to-date for 

different Operating Systems (OS). Intergovernmental Panel on Climate Change 

(IPCC) reported that environment and climate scientists had to spend huge time and 

effort in data handling (Intergovernmental Panel on Climate Change, 2001). These 

processes are time-consuming and require meteorological knowledge and 

programming skills. For pre-processing data, such as filling missing data and data 

formatting, most of agronomists who run crop simulations do it manually or develop 

individual programs as they need. These bottlenecks must be addressed to increase 

efficiency of research and development in agriculture.  
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CHAPTER 4: Designing of the API integration platform 

This section describes overview of the framework and relationship of each 

component and service as visualized in Figure 12. Three main data sources; 

climatological data source, soil data source and cultivar and management information, 

are connected into the framework. The framework is conceptually designed as multi-

layer web service as some component need data from previous component, however, 

some component can work independently. Each component has its own service 

endpoint for clients who request the service directly. Meanwhile, they are internally 

wired for supplying input to the next procedure. Adding a data source into the 

framework (lowest layer of Figure 12) does not affect upper level layers. For example, 

climatological data source can be added and wired to Weather generator API without 

effect to any component or layer. A detail design and implementation of each service 

is described separately in Chapter 5 to 8.  
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Figure 12. Overview diagram of API integration platform 
 

The design constraints of the API integration platform are global accessibility 

through resource identification, interface standardization, service interoperability, 

and classification of user role. A detail of each constraint is explained as follows. 

Global accessibility through resource identification; all resources, historical 

climatological data, weather realization, agronomic models, data transformation and 

soil profile in the system are designed to be defined in unique form in order to enable 

interaction over the network. 
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Interface Standardization; climatic service interoperability is an essential 

requirement of this development. Interfaces of retrieving historical climatological data 

and weather realizations are in a standard format so that users need not spend time 

on learning various interfaces. Historical weather data are provided in compliance 

with SOS interface. Weather realizations are provided in compliance with both ICASA 

standards and O&M format.  

Interoperability of data and model; seamless data flow from data source to API is 

a key for the success in this development. Moreover, different models which are 

written in different programing language can be connected via the API integration 

platform. 

Classification of user role; currently, the role of users are blended together. For 

example, users who want to aquire weather realization need to manage the weather 

generator program too. Classification of user role will separate users from service 

providers, modelers and end users such as researchers and software developers. 
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CHAPTER 5: Climatological data API 

The primary objective of this chapter is to develop a single data access 

mechanism on a web API for obtaining climatological data in standard procedure. The 

climatological data API developed in this research can be wired to weather generator 

for generating weather realization. Agricultural applications can obtain climate data 

regardless of its data type, i.e., point-based or gridded data, and difference in data 

structure. Application developers need not to spend precious time on learning data 

structure of each data source one by one. Developers can obtain data using a same 

procedure regardless of the data organization whether gridded or point-based. A 

gridded climate data source from National Agriculture and Food Research 

Organization (NARO) is utilized for this development. With this data source, 

agricultural applications can seamlessly obtain weather data and long-term historical 

climate data to run simulations and scenario analysis. 

5.1 Data Source 

NARO developed a daily agro-meteorological grid square data system 

(AmGSD) (Ohno, 2014). AmGSD acquires based data from the Automated 

Meteorological Data Acquisition System (AMeDAS) operated by Japan 

Meteorological Agency (JMA). AmGSD provides gridded climate dataset at 

approximately 1-km resolution from 1980 to present and new weather data is updated 

every day. The data is available for the whole Japan in 6 areas as shown in Figure 13.  
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Figure 13. Coverage of 6 areas in AmGSD from (Ohno, 2014). 

 

Each grid contains nine daily meteorological variables, which are average air 

temperature, maximum air temperature, minimum air temperature, average relative 

humidity, sunshine duration, global solar radiation, downward long-wave radiation, 

precipitation and average wind speed. AmGSD uses Japanese 3rd order mesh code that 

has 8-digit integer defined by Japanese Industrial Standard JIS X0410.  Land use 

information for each grid is provided by National Land Information Division, MILT 

of Japan (National Land Information Division, MILT of Japan, 2016). 
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The data are encoded in Network Common Data Form (NetCDF). Each file 

contains one year of daily data of a specific meteorological variable. The file is 

separately stored in “Area/Year/Item” directory structure on their server. For example, 

maximum air temperature of Area1 in the year 1980 is kept in 

/Area1/1980/AMD_Area1_TMP_max.nc. Metadata is recorded separately from data, 

for example, land use information is kept in GEODATA NetCDF file in a separate 

directory.  

Due to the complicated hierarchical structure and internally defined structure, 

it is not convenient for ordinary scientists and programmers themselves to access to 

AmGSD and convert the data into point-based climate data.  

NARO provides AMD_Tools for connecting and retrieving data from AmGSD. 

AMD_Tools is written in Python programming language and available on https://ml-

wiki.sys.affrc.go.jp/MeshUser/. Even if AMD_Tools is provided, a user still needs an 

extra program for calling the AMD_Tools as well as understanding the structure of 

data and coverage of each area.  

We developed a system named NARO Agent that works as an intermediate 

layer between AmGSD and client. It translates gridded climate data into point-based 

data and then responds to clients’ requests through SOS API. NARO Agent absorbs 

the complicated structure of AmGSD with SOS API and internal components. NARO 

Agent consists of several components as shown in Figure 14. Each component 
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independent of programming language. A client only needs to know the specification 

of SOS API and service endpoint. 

 5.2.1 AmGSD accessing mode 

AmGSD structures netCDF by each meteorological variables and by each year. 

If a user requests four variables for 30 years, NARO Data component calls 

AMD_Tools; then AMD_Tools accesses 120 NetCDF files of AmGSD in a sequence. 

AMD_Tools combines data into one piece and then returns to NARO Data component. 

This process takes a long time. To improve response time, we develop three accessing 

mode controllers for issuing a request to AmGSD as follows. 

I. The Single-process accessing mode 

This mode is to call one getData request of AMD_Tools for a whole period, for 

example, 30 years from AmGSD. This mode as explained above consumes least 

memory and CPU but the response is slow. 

II. The multi-process mode  

This mode is to run a requesting process for each element of each year for one 

request. For example, when a client requests four climate variables for ten years of 

data then NARO Data component will generate 40 processes. Each process calls 

getData function of AMD_Tools for retrieving data of one climate variable for one year. 

After AMD_Tools returns data of each climate variable for each year, NARO Data 

component combines each year data into one piece, which contains four climate 



API Integration Platform for Agronomic Models   

 

 

 

54 

variables of ten years of data and then returns to the client. This mode consumes high 

memory and CPU but gives the best response time. The maximum number of 

processing is set to 120 processes to allow users for accessing 30-year time span of four 

climate items. This number was decided by the memory available on our server which 

is 1GB. For instance, a user requests 30 years of 5 climate variables, number of process 

is 150 which exceed the maximum processing. Due to the request exceeds the 

maximum number of process, the exception message, “The number of properties and 

year [30 x 5] exceeds the maximum [120]. Reduce either”, is responded. Admin can 

optimize the number of process regarding to the hardware availability and user 

requirement.  

III. The multithread mode 

This mode is similar to Multi-process mode, but generates threads instead of 

complete processes. If a user request four climate variables for ten years, 40 threads 

are generated for retrieving the data. The CPU and memory load of a thread is lighter 

than that of a process, thus we allow users to request all nine variables for whole 

observation period. 

5.2.2 Simple mesh ID conversion 

As for each grid, AmGSD internally uses a mesh ID system that follows 

Japanese public 3rd order mesh ID (National Land Information Division, MILT of 

Japan, 2016). This Japanese ID system requires rather complicated calculation to 
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encode latitude and longitude or decode mesh ID to latitude and longitude. To 

simplify encoding and decoding on latitude and longitude to mesh ID, we implement 

a simple mesh ID equation. 

 

Equation 2 

,+354-	3-,ℎ	=> = ?	×	10000 + D 

Where:  

,+354-	3-,ℎ	=>	+,	#/236.-0	+8	????DDDD 

? =
46.+.;0- − 46.0 ×3600

∆46.
 

D =
4/89+.;0- − 4/80 ×3600

∆4/8
 

46.+.;0-	+,	.ℎ-	46.+.;0-	/#	.ℎ-	.629-.	92+0	+8	0-92-- 

4/89+.;0-	+,	.ℎ-	4/89+.;0-	/#	.ℎ-	.629-.	92+0	+8	0-92-- 

46.0 = 24; 4/L-,.	46.+.;0-	/#	M3NO>	1/P-269-	+8	0-92-- 

 

4/80 = 122; 4/L-,.	4/89+.;0-	/#	M3NO>	1/P-269-	+8	0-92-- 

 

∆46. = 30; 92+0	,561+89	/#	M3NO>	+8	46.+.;0-	+8	621,-1/80 

 

∆4/8 = 45; 92+0	,561+89	/#	M3NO>	+8	4/89+.;0-	+8	621,-1/80 

 

Clients can filter data within the grid of interest by specifying simple mesh ID 

to retrieve data instead of using a bounding box. We use Uniform Resource Name 

(URN) concept to refer to AmGSD and each grid in SOS. Concatenation of procedure 

name and simple mesh ID indicates specific grid for querying data as described in 

Table 1. For instance, a user wants to retrieve climatological data of farms which are 

located on around latitude 42.8 and longitude 143.2. By referring to the area in mesh, 

the location in latitude and longitude is converted to simple mesh ID. In this case, 
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simple mesh ID is 22561696. To filter data within this mesh, the URN is 

urn:NARO1km:Agro:22561696. And this URN is a filter parameter of offering tag in 

getObservation request which is described earlier. If clients want to use a bounding 

box for filtering grids, clients should use a bounding box that has two identical points 

which is equivalent to a single coordinate. 

Table 6. Mapping coverage and grid of AmGSD to SOS 
AmGSD  Procedure of  SOS  Description 

AmGSD; 6 areas urn:NARO1km:Agro

Weather 

Referring to whole AmGSD 

Each grid is referred by Japanese 

public 3rd mesh ID 

urn:NARO1km:Agro

Weather:simple mesh 

ID 

Clients can refer to each grid by 

concatenating simple mesh ID 

after procedure value 

 

5.2.3 Meteorological variable mapping 

SOS API publishes available observedProperty in SOS response to inform 

clients of data availability. The names of climate variable of AmGSD are mapped to 

observedProperty of SOS. These observed Properties are published for securing 

interoperability of the climate data. observedProperty is also used as filtering 

parameter in querying data through SOS API.  

Climate variables of AmGSD are named internally. To understand the meaning 

of each name, clients must go through the AmGSD manual. From the viewpoints of 

clients, the names published need to be comprehensible by human and machines so 

that data flow can be done automatically and smoothly.  

We proposed a naming concept of agro-environmental elements, and Japanese 

government declared it as a standard guideline which is available on their website 
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(Prime Minister of Japan and His Cabinet, 2015). The meteorological variables of 

AmGSD are mapped to observedProperty to be self-descriptive according to the 

guideline as shown in Table 7. Clients can clearly understand the property of the data 

without going through specification of AmGSD. These names are used in SOS API for 

publishing and filtering services. This mapping is important to secure the 

interoperability at the level of semantics. 

Table 7. Mapping Meteorological variable of AmGSD to observedProperty 
Meteorological variable of AmGSD Refer to observedProperty in SOS 

TMP_mea daily_average_air_temperature 

TMP_max daily_maximum_air_Temperature 

TMP_min daily_minimum_air_Temperature 

RH daily_average_relative_humidity 

SSD daily_sunshine_duration 

GSR daily_global_solar_radiant_exposure 

DLR daily_downward_longwave_radiation 

APCP daily_precipitation 

WIND daily_average_wind_speed 

 

5.3 SOS API 

To ensure interoperability, NARO Agent provides sensor data and metadata 

through SOS API conforming to OGC SOS 2.0. Three core operations of SOS, 

getCapabilities, getObservation and describeSensor, are implemented. The list of APIs 

and its documents is available on http://133.130.90.193/static/index.html. We applied 

IP restriction to the API according to NARO requirement for user registration to access 

data. 

As mentioned above, the structure of AmGSD is keeping the data based on area, 

year and a meteorological variable while SOS is based on observed property in time 
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series structure. To simultaneously provide point time series data in SOS API while 

maintaining grid information, climate variable of AmGSD is mapped to 

observedProperty of SOS as mentioned in Table 7. AmGSD is considered as a sensor 

platform, which performs the observations. AmGSD is named as 

urn:NARO:AgroWeatherMesh which refers to the whole system and covers all grids. 

A specific grid can be referred by simple mesh ID as described in Table 6 or by a 

bounding box that is equivalent to a single coordinate. 

We implement SOS API, which supports HTTP GET and POST method. 

Through the GET method, a user can request data by specifying service endpoint of 

each service. Through the POST method, a user should send a SOS query in XML for 

processing each operation. Each operation is described separately as follows: 

5.3.1 getCapabilities 

Clients can ask for metadata urn:NARO:AgroWeatherMesh by issuing 

getCapabilities request to service endpoint. Service endpoint of getCapabilities is 

http://133.130.90.193/api/sos/getcapabilities. An example of XML request is available 

on http://133.130.90.193/static/sosxmls/GetCapabilities.xml.  
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Table 8 represents the parameter of getCapabilities. The response is information 

on available observedProperty, data availability in temporal and spatial dimensions.

  

 
 
 
 
Table 8. Request parameter of getCapabilities operation 

Parameter Description 

HTTP/GET HTTP/POST 

sos N/A Defining response encoding.  

true: response is encoded in XML 

false: response is encoded in JSON 

 

Some part of XML encoded response is presented as follows.  
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The above response means nine observedProperties are available for requesting. 

Coverage area of the service is within a bounding box 24.0 122.0 and 46.0 146.0 and 

the data is available from 1980-01-01 until 2016-04-24. Referring to getCapabilities 

response, clients can filter data on getObservation operation.  

5.3.2 getObservation 

For retrieving data, clients issue getObservation request to the service endpoint  

which is published on http://133.130.90.193/api/sos/getobservation. An example of 

XML request is available on http://133.130.90.193/static/sosxmls/GetObservation.xml. 

<swes:offering> 

     <sos:ObservationOffering> 

      <swes:description>Agro-Meteorological Grid Square Data System</swes:description>  

  <swes:identifier>urn:NARO:AgroWeatherMesh</swes:identifier> 

      <swes:name>Chubu University</swes:name> 

<swes:procedure>urn:NARO:AgroWeatherMesh</swes:procedure> 

      <swes:observableProperty>daily_average_air_temperature</swes:observableProperty> 

<swes:observableProperty>daily_maximum_air_temperature</swes:observableProperty> 

 <swes:observableProperty>daily_minimum_air_temperature</swes:observableProperty> 

  <swes:observableProperty>daily_average_relative_humidity</swes:observableProperty> 

 <swes:observableProperty>daily_sunshine_duration</swes:observableProperty> 

 <swes:observableProperty>daily_global_solar_radiant_exposure</swes:observableProperty> 

 <swes:observableProperty>daily_downward_longwave_radiant_exposure</swes:observableProperty> 

 <swes:observableProperty>daily_precipitation</swes:observableProperty> 

 <swes:observableProperty>daily_average_wind_speed</swes:observableProperty> 

      <sos:observedArea> 

       <gml:Envelope srsName="http://www.opengis.net/def/crs/EPSG/0/4326"> 

        <gml:lowerCorner>24.0 122.0</gml:lowerCorner> 

        <gml:upperCorner>46.0 146.0</gml:upperCorner> 

       </gml:Envelope> 

      </sos:observedArea> 

<sos:phenomenonTime> 

       <gml:TimePeriod gml:id="phenomenonTime0"> 

        <gml:beginPosition>1980-01-01T00:00:00+0900</gml:beginPosition> 

        <gml:endPosition>2016-04-24T00:00:00+0900</gml:endPosition> 

       </gml:TimePeriod> 

      </sos:phenomenonTime> 

     </sos:ObservationOffering> 

</swes:offering> 
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Clients can filter data based on observedProperty response by temporal and spatial 

dimensions shown in Table 9. Clients define grid of interest by defining simple mesh 

ID or a bounding box specified by the lower and upper in the offering parameter. 

Table 9. Request parameter of getObservation operation 
Parameter Description 

HTTP/GET HTTP/POST 

offering offering Value is mentioned in Table 1 

urn:NARO:AgroWeatherMesh[: simple mesh ID] 

props observedProperty Value is mentioned in Table 2 

begin beginPosition Specify begining of the observation time period. 

Date format is “yyyy-MM-ddTHH:mm:ssZ”  (T 

is fixed) 
end endPosition Specify end of the observation time period. 
lower lowerCorner Area of interest which can be specific point or 

within boundary 
Latitude and Longitude 

EX: 36.3333 140.4444 

upper upperCorner Area of interest which can be specific point or 

within boundary. Lower and upper should be 

same as we allow only 1 grid to be filtered. 
simpleID Defined with offering Refer to simple mesh ID equation 

cache N/A true: accepting cache data.  

false: request data from AmGSD directly 

HTTP/POST accepts cache data by default 

sos N/A true: response is encoded in XML 

false: response is encoded in JSON 

external N/A true: request external link to CSV file 

complementary N/A true: missing data filling is applied 

false: original data 

 

When clients request long-term data such as 35-year period for the first time, it 

will take a long time to respond and transfer those data to clients. Once a grid is 

accessed, data is cashed in NARO agent. The “external” parameter is provided for 

requesting data as a link to CSV file which contains the data. The CSV file are not 
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directly transferred to clients.  Clients receive a response that contains a temporal link 

that points the CSV data.  

The response of HTTP POST method is O&M document by default. The value 

of the observed property represents in value tag with time sequence.  

5.3.3 DescribeSensor 

Clients issue a describeSensor request to obtain metadata of the platform. The 

service endpoint is published on http://133.130.90.193/api/sos/describesensor. The 

SOS parameter is for defining response encoding either SensorML or JSON. 

Parameters for requesting metadata from DescribeSensor is available in Table 10. 

Table 10. Request parameter of describeSensor operation 

Parameter Description 

HTTP/GET HTTP/POST 

proc procedure urn:NARO:AgroWeatherMesh 

sos N/A Defining response encoding.  

true: response is encoded in SensorML 

false: response is encoded in JSON 

 

An example of XML request is available on 

http://133.130.90.193/static/sosxmls/DescribeSensor.xml 

 

The response of HTTP POST method is SensorML document by default. 

5.4 Mesh Info API 

AmGSD provides proportion of land use class of each grid in percentage. There 

are eleven land use classes as shown in Table 11. 

Table 11. Landuse ID in AmGSD system (Ohno, 2014) 
Landuse ID Description 

landuse_H210100 Paddy field 

landuse_H210200 Other type of farmland 
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landuse_H210500 Forest 

landuse_H210600 Unused land 

landuse_H210700 Urban area 

landuse_H210901 Road 

landuse_H211000 Athletics facilities 

landuse_H211100 Rivers and lakes 

landuse_H211400 Sea shore 

landuse_H211500 Tideland 

landuse_H211600 Golf course 

 

This information can be used as filter parameter for agriculture purpose. In 

order to obtain the land use information, we developed Utilities API.  Clients can 

query data based on parameters mentioned in  

Table 12. Mesh Info API supports only HTTP GET method. The Mesh Info API 

is shown on [Utility] section on 

http://133.130.90.193/static/index.html#!/Utilities/get_api_util_mesh.  

 
Table 12. Request parameters of Mesh Info API 

Parameter Example Value Description 

lower 35.3542 139.456 

 

Lower corner of targeting area 

upper 35.3542 140.456 

 

Upper corner of targeting area 

Land use landuse_H210100 

 

Land use code or prefecture code can be used for 

filtering. AmGSD provides those codes on (Ohno, 

2014) 

ratio 50 Percentage for filtering of the land use. Default is 50 

percent 

sort timestamp Sort key is for giving priority of searching mesh. 

The list of value is timestamp, frequency and cache 

reverse True or False This parameter is related to sort value. It is to give 

a condition of sorting which is descending or 

ascending. True is descending and false is 

ascending. False is set as default. 
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Sort is for accessing frequency and timestamp. The Mesh Info API will filter 

grid ID within given parameters. Threshold is applied to limit the storage usage so 

that it will not exceed the plan.  

5.5 Caching mechanism 

The total Japanese territory is 377,972 sq.km, while NetCDF mesh count is 

2,457,600 meshes. The total area of farmland in Japan is 4.5 million hectares or  45,000 

sq.km (Ministry of Agriculture, Forestry and Fisheries, 2016). We cannot simply store 

all data on our cloud platform, as it requires a huge disk space and leads to expensive 

system maintenance. In order to maximize user satisfaction in response time while 

minimize maintenance cost, a caching mechanism was developed.  

Referring to cloud platform pricing list on https://www.conoha.jp/en/pricing, 

we focus on a basic plan, which is 1 GB of RAM, 2 cores of CPU and 50 GB of storage. 

One fifth of storage is used for operation and 40 GB is for caching system. 

Each time when NARO Agent responds to SOS getObservation request, the 

simple mesh ID is recorded, and the data is cached in the system. The grids in the 

cache system are updated every day because we expect that user may frequently 

access the same grids. The access timestamp and frequency are recorded whenever 

clients access them so that we can dynamically optimize the caching system.  When 

the amount of cached data exceeds the threshold, the grids that have seldom been 
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accessed will be removed from the cache. In this way, the agent can respond quickly 

to ever-accessed grids while limiting the required disk space and the cost. 

According to AmGSD land use information of each grid, we utilize this 

information for initializing most efficient cache by identifying grids to be pre-cached 

in the system with criteria based on land use status and prefecture. 

5.5.1 Pre-caching mechanism 

The caching system explained in the previous section improves the response 

time from the second access. To maximize the response from the first access, we 

developed a pre-caching mechanism. Primarily, the purpose of this system is to 

provide climatological data to agriculture applications. Therefore, we expected that 

most request data will be in farmland.  Before starting SOS API service, we developed 

a pre-caching script. The script issues getObservation request to grids that are 

expected to receive high frequency of accesses, so that the NARO agent register them 

into the caching system. The grids to be pre-cached were selected based on land use 

and prefecture using Mesh Info API.  We identified and counted grids that had 

agricultural land use ratio more than a certain threshold.  

As this research is a part of a project that has its study area in Aichi prefecture, , 

we give priority to the prefecture. Grids within Aichi prefecture which contain paddy 

field more than 20 percent are pre-cached into the system before clients’ requests. We 
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utilize Mesh Info API for retrieving grids which correspond to the given parameters 

as shown in Table 13.   

Table 13. List of Mesh Info API parameters for pre-caching script 
Parameter Value Description 

lower 34.573540  136.671033 Lower corner of Aichi prefecture 

upper 35.424788  137.838116 Upper corner of Aichi prefecture 

Land use landuse_H210100 The parameter is landuse_H210100 which is indicated 

paddy field. And  

pref_2300 is for Aichi prefecture 

ratio 20 The grids which have 20% of farmland in Aichi 

prefecture are expected. 

 

The curl command for requesting simple mesh ID is  

An example response of a grid which corresponds with the conditions is 

presented as follows:  

 

    { 

      "cached": 0,  

      "center": "34.5833333333 137.025",  

      "date": "",  

      "frequency": 0,  

      "id": "51377002",  

      "landuse": "landuse_H210100",  

      "percent": "27.0",  

      "simpleId": "12701202",  

      "timestamp": 0 

    } 

 

The information shows that the grid, simple mesh ID 12701202, contains 27 

percent of paddy field.  

curl -X GET --header 'Accept: application/json' 
'http://133.130.90.193/api/util/mesh?lower=34.573540%20136.671033&upper=35.424
788%20137.838116&landuse=landuse_H210100&ratio=20' 



SOS API AMD_Tools AmGSD

connect to AmGSD
and request data

getGeoData (areaNo, dataType, 
lowerConner, upperConner)

NetCDF file

Pre-caching

get mesh ID
(lower, upper, lands, 
props, begin, end)

Utility API

get mesh ID
(lower, upper, lands, 
props, begin, end)

simple mesh IDsimple mesh ID

generate
getObservation request 

NARO Data

getObservation 
(offering=urn:NARO:AgroWeatherMesh:simple mesh ID)

getData (areaNo, dataType, 
lowerConner, upperConner, 

beginDate, endDate, outputFile)

getData (areaNo, dataType, 
lowerConner, upperConner, 

beginDate, endDate, outputFile)

Data in data array format

Save data into CSV file

Caching 

mesh ID

connect to AmGSD
and request geodata

GEODATA netCDF file

Record access timestamp 
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The characteristics of accesses from actual applications vary. Some applications 

may require only single climate variable for one year or shorter time period. Other 

applications require several items for a long term. Some applications need good 

response time for further processing. For example, generating weather scenario 

requires  long-term climate data of four climate variables (Hanse, et al., 2015). A 

development of weather generators as web service (Chinnachodteeranun, et al., 2015) 

used four climate variables of long-term climate data in the range of several ten years 

for generating weather scenarios in a targeted area. Crop models such as DSSAT 

(Hoogenboom, et al., 2015) and ORYZA (Bouman, et al., 2009) require daily data of 

four climate variables, namely maximum temperature, minimum temperature, solar 

irradiance, and precipitation for simulating crop growth.  

Considering the actual requirement of agricultural applications, we define 

conditions for testing the performance of our mechanism as follows. 

Targeted area 

The point for retrieving data is longitude = 137.0854 and latitude = 35.1113. It is 

the location of an experimental farm in the study area. 

Meteorological variable 

Number of Meteorological variable requested in the scenarios is one and four. 

For one element, we use daily_average_air_temperature.  For four elements, we use 
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daily_minimum_air_temperature, daily_maximum_air_temperature, 

daily_precipitation and daily_sunshine_duration. 

Data range 

There are two types of data range, 1 year and 30 years. For 1-year range, the 

request is from 2015-01-01 to 2015-12-31. For 30-year range, the request is from 1986-

01-01 to 2015-12-31. 

Accessing mode control 

There are three accessing modes for testing, Single-process, Multi-process and 

Multithread. 

Caching status 

Two conditions of caching request, yes and no. 

Table 14. Result of NARO agent performance test 

Note: response time was average of 10 times of accessing 

The responses of a 1-year range of 1-element in Table 14 show a similarly good 

result in any accessing mode and caching status condition. As the challenge of this 

 Unit in second Single-Process 

with Caching 

Single-

Process 

without 

Caching 

Multi-

Process with 

Caching 

Multi-

Process 

without 

Caching 

Multithread 

with 

Caching 

Multithread 

without 

Caching 

1-year with 1-

element 

0.608 1.103 0.795 1.185 1.078 1.264 

1-year with 4-

elements 

0.708 23.413 0.8 1.37 0.813 13.913 

30-year with 1-

element 

1.018 35.513 0.863 3.575 0.744 21.171 

30-year with 4-

elements 

1.534 676.195 1.168 91.882 1.162 639.457 
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research is to provide long-term data with multi-meteorological variables. we then 

look at the result of requesting 30-year range with four climate variables. The 

responses of requesting data without caching on single and multithread mode are 

very slow. The slow responses were caused by the structure of AmGSD, which stores 

each climate variable of each year separately. It means that 120 NetCDF files of 

AmGSD are read and then return to NARO Agent. Multithread mode does not 

improve the response performance much according to Python runtime architecture.  

Under Multi-processing mode, the response time reduces to 91.882 seconds, an 

improvement of 86 percent. The Multi-processing mode is therefore a practical option 

for this structure. In the viewpoint of a service provider, optimization of response 

performance and CPU load can be done by setting a maximum number of a process 

depending on the number of available CPU. In our case, we set maximum processing 

number to 120 processes as mentioned in AmGSD accessing mode. The Multi-

processing is set as default for providing the service. 

The response with caching of all scenarios shows similar time, between 0.6 to 

1.6 seconds, which is in the acceptable range for users based on response time 

guideline from the information visualizer (Card, et al., 1991). Response performance 

is significantly improved by the combination of caching and multi-process 

implementation. 
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5.7 Result and Discussion 

In this research, a grid climatological data source, AmGSD, was wrapped and 

exposed through standard web service, SOS API. Connecting AmGSD with SOS API 

can expand the usability of AmGSD while agricultural applications have more options 

to receive point-based climatological data throughout Japan from 1980 to present. A 

Japanese national agricultural application which is developed for demonstrating an 

impact of climate conditions on cropping yield at farm scale is retrieving AmGSD data 

through our SOS API. It retrieves 30 years of historical data to visualize the climate 

trend of a farm. Moreover, the long-term historical data is used to generate weather 

realizations which then are used as input to a crop model for simulating cropping 

yield of the farm (detail of generating weather realization from this data source 

through SOS API are described in Chapter 6). SOS API demonstrates ability to 

simplify data retrieval by hiding complicated heterogeneous data source and data 

format behind the SOS API. As a result, agriculture applications can easily query data 

through SOS API using getObservation request and obtain point-based time series 

data. Developers do not need to spend time on learning a proprietary structure of data 

source and data format one by one. Benefit of retrieving data through SOS API is the 

same mechanism no matter whether it is gridded climate data source or point-based 

data source. Thus, data fusion of gridded climate and point-based weather data source 

can be easily implemented in agricultural applications. Data availability in terms of 
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coverage and temporal scale will be broader. It means that agricultural applications 

will have more data source to utilize. SOS API compliance with the international 

standard ensures interoperability between gridded climate data and point-based one. 

Our mechanism contributes to agricultural society by providing standard API for 

obtaining climate data. The mechanism can be applied to meteorological sources to 

improve data services and make the development of agricultural applications much 

more convenient. 

The coverage of the data source in this research is only Japan; however, similar 

mechanisms can be applied to global-scale gridded climate data sources. Accordingly, 

SOS API is the international standard and globally used in various sectors not only in 

agriculture but also in environmental monitoring such as terrestrial environmental 

observatories (Devaraju, et al., 2015) and disaster warning system such as Sensor 

based Landslide Early Warning System (SLEWS) (Walter & Nash, 2009).  
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CHAPTER 6: Weather generator API 

Climate and weather realizations are essential inputs for simulating crop 

growth and yields to analyze the risks associated with future conditions. To simplify 

the procedure of generating weather realizations and make them available over the 

internet, we implemented novel mechanisms for providing weather generators as web 

API, as well as a mechanism for sharing identical weather realizations given a 

climatological information. The weather generator APIs, which are the core 

components of this chapter, analyze climatological data, and can take seasonal climate 

forecasts as inputs for generating weather realizations. The generated weather 

realizations are encoded in ICASA standard format, which are ready for use to crop 

modeling. All outputs are also generated in SOS standard, which broadens the extent 

of data sharing and interoperability with other sectoral applications, e.g. water 

resources management. These services facilitate the development of agricultural 

application and other applications requiring input weather realizations, as these can 

be obtained easily by just calling the service. The workload of analysts related to data 

preparation can be reduced and handling of legacy weather generator programs is 

eliminated. The architectural design and implementation presented here can be used 

as a prototype for constructing further services on top of interoperable sensor network 

systems. 
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6.1 Design and Implementation 

We developed a web service framework for providing weather generator 

models based on RESTful principle (IBM Knowledge Center, 2016) by utilizing Jersey 

libraries toolkit (Oracle Corporation, 2016). The architecture consists of several 

components, as shown in Figure 17. Each component is wired to one another to 

provide sufficient and interoperable services. 

The main development in this research is Web Service Server part. Details of 

each part and component are described as follows. The system has been deployed on 

Amazon Web Service (AWS), a cloud computing service (Amazon, 2016) for scalability 

and future migration purposes. 

 

 

Figure 17. Overview architecture diagram of weather generator web service 
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6.1.1. Client 

In this system, clients can be either application programs, such as agricultural web 

applications and decision support system application, or human analysts. Clients can 

call directly all service end points provided in Web Service Server. Clients only need 

to know interfaces for acquiring data. Based on this design and implementation, 

ordinary clients, developers of weather generating model, weather generation service 

providers, and source data providers are separated. Clients do not need to manage 

the weather generation models by themselves.  

6.1.2. Data Source 

Data source that can be connected to this system must provide climatological 

data in a web-accessible way. In this research, we focus on data sources that comply 

with SOS. There are two main data sources in this research which are SOS platform 

named cloudSense (Listenfield Co.,Ltd., 2016) and AmGSD data source through SOS 

API (Described in Chapter 5). cloudSense is a sensor cloud service platform that is 

acquiring sensor data from various sources and providing them through SOS API. The 

data sources are such as MeteoCrop DB (National Agriculture and Food Research 

Organization, 2013)  that is generating agro-weather data using national weather 

station network of Japan Meteorological Agency (JMA) (Kuwagata, et al., 2011). 

Various weather variables are available on cloudSense though we focus on only four 

variables that are required as input to weather generators.  
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6.1.3. Web Service Server 

This part is a main development in this research. It is a service provider and 

internal wiring management. There are four inter-connected components in this part. 

These service components can also be viewed as resources upon which HTTP methods 

can be invoked. 

Historical weather service 

Based on 52 North’s SOS package (52North, 2016), we developed historical 

weather service, hereinafter referred to as HW SOS, to provide weather sensor 

observations via standard SOS operations and data format. HW SOS acquires possibly 

incomplete climatological data from external sources through cloudSense (Listenfield 

Co.,Ltd., 2016), then fills missing data so that weather generators can obtain complete 

datasets. This service provides data for both internal use and external use. Internal use 

means it supplies long-term climatological data to weather generator for generating 

weather realization. External use means, external users can directly call this service 

for receiving historical weather data or climatological data through SOS API. To 

connect a new climatological data source to the framework, a new HW SOS Server 

component will be generated.  

The mechanism of HW SOS is described in Figure 18. HW SOS has data feeder 

internally for connecting to and acquiring climatological data from a SOS based data 

source, cloudSense. HW SOS initiates connection with cloudSense and retrieves long-
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GetCapabilities 

 Users can ask for available resources of HW SOS by issuing 

GetCapabilities request to service endpoint. Service endpoint and parameters of 

GetCapabilities are listed in Table 15. 

Table 15. HW SOS and GetCapabilities request 

 

 

HTTP GET of 
GetCapabilities 

http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/HW_SOS_2/service?service=SOS&request=

GetCapabilities&AcceptVersions=2.0.0 

HTTP GET 
Parameter 

Example Value Description 

service SOS To identify the service 

request GetCapabilities To identify SOS operation 

AcceptVersions 2.0.0 To identify the version of SOS API 
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The response is encoded in XML. The “Value” tag lists available locations for 

which this service provides climatological data. The important part of the response is 

visualized as follows.  

 

This response also describes available observed property and their time ranges 

on this HW SOS. The value in each “Value” tag can be used in GetObservation for 

acquiring climatological data. 

 

 

1. <ows:Parameter name="procedure"> 

2. <ows:AllowedValues> 

3. <ows:Value>http://www.hondalab.net/weatherhistories/weatherhistory_urn:IBUNYA:AMeDA

S-NIAES:GAMAGOORI-51281</ows:Value> 

4. <ows:Value>http://www.hondalab.net/weatherhistories/weatherhistory_urn:IBUNYA:AMeDA

S-NIAES:KATSUNUMA-49151</ows:Value> 

5. <ows:Value>http://www.hondalab.net/weatherhistories/weatherhistory_urn:IBUNYA:AMeDA

S-NIAES:KOFU-49142</ows:Value> 

6. <ows:Value>http://www.hondalab.net/weatherhistories/weatherhistory_urn:IBUNYA:AMeDA

S-NIAES:KOSHINO-57051</ows:Value> 

7. <ows:Value>http://www.hondalab.net/weatherhistories/weatherhistory_urn:IBUNYA:AMeDA

S-NIAES:MIKUNI-57001</ows:Value> 

8. <ows:Value>http://www.hondalab.net/weatherhistories/weatherhistory_urn:IBUNYA:AMeDA

S-NIAES:MINAMICHITA-51311</ows:Value> 

9. <ows:Value>http://www.hondalab.net/weatherhistories/weatherhistory_urn:IBUNYA:AMeDA

S-NIAES:NAGOYA-51106</ows:Value> 

10. … 

11. </ows:AllowedValues> 

12. </ows:Parameter> 
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GetObservation 

 For retrieving climatological data, clients issue GetObservation request 

to the service endpoint and identify location using offering parameter as described in 

Table 16.  

Table 16. HW SOS and GetObservation request 

Service endpoint http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/HW_SOS_2/service? 

HTTP GET 
Parameter 

Example Value Description 

service SOS To identify the service 

version 2.0.0 To identify the version of SOS API 

request GetObservation To identify the SOS operation 

MergeObservationI

ntoDataArray 

true Optional parameter to request result 

in data array 

offering weatherhistory_urn:IBUNYA:AMe

DAS-NIAES:GAMAGOORI-51281 

Identify location to acquire 

climatological data. This value can be 

obtained from GetCapabilities 

response 

 

The response is O&M document which contains climatological data with four 

climate variables. 

 

Core Weather Generator Service 

This component is to provide weather generator as services to clients.  Legacy 

weather generator programs, DisAg and predictWTD, are wrapped into the web 

service framework. This component initially wires to HW SOS Servers for retrieving 
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long-term climatological data as an input to the weather generator programs. Each 

weather generator web service has its own service endpoint for users to invoke. The 

complicated structure of legacy weather generator models is hidden behind the web 

service framework. The essential parameters for running the model described in 

Figure 11 (e.g. param_WTD.txt) are translated into service parameters. Weather 

realizations as output from these weather generator services are in WTD or WTDE 

format that are one of the ICASA standard format widely used in agricultural 

applications and crop modeling.  

We exposed two services for DisAg service and predictWTD. Parameters of 

each services are listed in Table 17 and Table 18. 

DisAg weather generator web service (DISAGWS) 

This is a web service, which wraps DisAg weather generator program into the 

framework. The complicated structure of legacy DisAg program is hidden behind. We 

simplified the service by allowing users to invokes the program using HTTP GET. The 

service parameters are minimized and described in Table 17. 
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Table 17. Request parameter of the DisAg service 

Service endpoint http://ec2-52-69-188-223.ap-northeast- 

1.compute.amazonaws.com:8080/DISAGWS/rest/generate? � 

HTTP GET Parameter Description Example 

num Number of weather realization 

scenario that client wants to 

generate 

100 then 100 scenarios of weather 

realization are generated. 

from Starting year and month for 

generating weather realization 

2016,1 then weather realization 

will start from the 1st January 2016 

to Ending year and month for 

generating weather realization 

2017,1 then weather realization 

will end at 31st January 2017 

weatherhistory Long-term climatological data in 

WTD format giving in the URI form 

Link to the data 

  

An example request for requesting 10 scenarios of weather realization from 

weatherhistory_urn:IBUNYA:AMeDAS-NIAES:GAMAGOORI-51281 is as follows.� 
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HTTP GET Request 

 

Response 

A XML document containing links to weather realization in WTD format is 

returned Information of the model and climatological data that was used to run the 

model are also returned.  

 

predictWTD weather generator service (PDISAGWS) 

This is a web service which wraps predictWTD weather generator model into 

itself. Wrapping mechanism is as same as DisAg service. predictWTD accepts climate 

forecast represented by probability of BN (below normal), NN (near normal) and AN 

(above normal). Users can invoke the service using HTTP GET and parsing 

parameters as described in Table 18.  

 

http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/DISAGWS/rest/generate?num=10&from=2016,1&to=2017,1&

weatherhistory=%20http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/DataTransformation/rest/transform/http://ec2-52-69-188-

223.ap-northeast-

1.compute.amazonaws.com:8080/HW_SOS_2/service?service=SOS&version=2.0.0&request=Ge

tObservation&MergeObservationsIntoDataArray=true&offering=weatherhistory_urn:IBUNY

A:AMeDAS-NIAES:GAMAGOORI-51281 
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 Table 18. Request parameter of the predictWTD 

Service endpoint http://ec2-52-69-188-223.ap-northeast- 

1.compute.amazonaws.com:8080/PDISAGWS/rest/generate? � 

HTTP GET Parameter Description Example 

num Number of weather realization 

scenario that client wants to generate 

If 100 then 100 scenarios of 

weather realization are 

generated. 

climateforecast Climate forecast scenario in the format 

of BNxx, NNyy, ANzz. xx, yy, zz are 

the probability in percent. 

BN33,NN34,AN33 

from Starting year and month for 

generating weather realization 

2016,1 then weather 

realization will start from 

the 1st January 2016 

to Ending year and month for generating 

weather realization 

2017,1 then weather 

realization will end at 31st 

January 2017 

weatherhistory Long-term climatological data in WTD 

format giving in the URI form 

Link to the data 

 

Example request for requesting 10 scenarios of weather realization from 

weatherhistory_urn:IBUNYA:AMeDAS-NIAES:GAMAGOORI-51281 is as follows.� 

 

HTTP GET Request 

http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/PDISAGWS/rest/generate?num=10&climateforecast=BN15,NN32,A

N53&from=2016,2&to=2017,2&weatherhistory=http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/DataTransformation/rest/transform/http://ec2-52-69-188-223.ap-

northeast-

1.compute.amazonaws.com:8080/HW_SOS_2/service?service=SOS&version=2.0.0&request=GetObser

vation&MergeObservationsIntoDataArray=true&offering=weatherhistory_urn:IBUNYA:AMeDAS-

NIAES:GAMAGOORI-51281 
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Response 

A XML document which contains the list of URLs to weather realization in 

WTD format is returned as shown below. The information of the model and 

climatological data that was used to run the model are also returned. 

 

 

Weather realization sharing service 

The core weather generation service described in the previous section responds 

to user’s individual requests. The weather realizations generated differ each time even 

the requesting parameters are the same as it uses a stochastic method. When several 

applications are serving to multiple users in common regions, they need to use same 

weather realizations. Thus we implemented a mechanism which multiple users can 

<weatherScenarios> 

<wgmodel> 

<name>DISAGWS</name> 

<post-processing> 

<MonthlyTrendAdjustment>True</MonthlyTrendAdjustment> 

</post-processing> 

</wgmodel> 

<from>2016,30</from> 

<to>2017,30</to> 

<historicalWeather href="http://weatherscenarios.s3-website-ap-northeast-1.amazonaws.com/ofubqbkjfumhrsrthkrp/COMM.WTD"/> 

<climateForecast>BN15,NN32,AN53</climateForecast> 

<scenario href="http://weatherscenarios.s3-website-ap-northeast-1.amazonaws.com/hdotbfgyhsnfehvstmnh/COMM0001.WTDE"/> 

<scenario href="http://weatherscenarios.s3-website-ap-northeast-1.amazonaws.com/hdotbfgyhsnfehvstmnh/COMM0002.WTDE"/> 

<scenario href="http://weatherscenarios.s3-website-ap-northeast-1.amazonaws.com/hdotbfgyhsnfehvstmnh/COMM0003.WTDE"/> 

<scenario href="http://weatherscenarios.s3-website-ap-northeast-1.amazonaws.com/hdotbfgyhsnfehvstmnh/COMM0004.WTDE"/> 

<scenario href="http://weatherscenarios.s3-website-ap-northeast-1.amazonaws.com/hdotbfgyhsnfehvstmnh/COMM0005.WTDE"/> 

<scenario href="http://weatherscenarios.s3-website-ap-northeast-1.amazonaws.com/hdotbfgyhsnfehvstmnh/COMM0006.WTDE"/> 

<scenario href="http://weatherscenarios.s3-website-ap-northeast-1.amazonaws.com/hdotbfgyhsnfehvstmnh/COMM0007.WTDE"/> 

<scenario href="http://weatherscenarios.s3-website-ap-northeast-1.amazonaws.com/hdotbfgyhsnfehvstmnh/COMM0008.WTDE"/> 

<scenario href="http://weatherscenarios.s3-website-ap-northeast-1.amazonaws.com/hdotbfgyhsnfehvstmnh/COMM0009.WTDE"/> 

<scenario href="http://weatherscenarios.s3-website-ap-northeast-1.amazonaws.com/hdotbfgyhsnfehvstmnh/COMM0010.WTDE"/> 

</weatherScenarios>  
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share the same set of weather realizations. The mechanism provides weather 

realizations under normal forecast condition as the seasonal forecast scenarios varies 

according to individual user’s needs. In order to give maximum interoperability, the 

weather realizations are encoded to O&M documents. Weather realization scenarios 

by SOS (WSc SOS) and Intermediate Weather Generator (IWG) are stacked to serve 

sharing of weather realizations. WSc SOS is for caching weather realizations and 

providing them through SOS. Based on specific location of user request, IWG searches 

for weather realizations that has been archived in WSc SOS Server. If none of weather 

realization in WSc SOS matches the request, weather generation service will be called 

for generating the weather realizations. The generated weather realizations will be 

stored into WSc SOS and returned to the user in O&M documents. 

We intend to provide this service to applications not only in agriculture but 

other application domains. WTD file is one of the standards (ICASA) in the 

agricultural community, but it is not popular in other application fields. In WTD file, 

as UOM is not shown, there can easily be errors in the final result by using mismatched 

UOM. UOMs of these climate variables are known internally that UOM of SRAD must 

be MJ per m2-day. UOM of TMAX and TMIN is degree Celsius and UOM of RAIN 

must be mm per day. These rules are not known in application fields except 

agriculture. With this service, weather realizations are provided through SOS API and 
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the data is in O&M format with UOM, which is convenient to convert to other format 

used in other type of applications. 

The detail of two services are described as following. 

I. WSc SOS server for caching 

WSc SOS Server archives weather realizations and publish them as SOS. The 

weather realizations generated by IWG are encoded in O&M document are stored in 

WSc SOS server. WSc SOS itself is an independent service, thus it is possible for clients 

to call WSc SOS service as well. 

The challenge of sharing weather realization on SOS is a unique characteristic 

of weather realization data. Weather realizations have multiple values at a same 

location, same phenomena and same time, i.e. maximum temperature on 2016, DOY=1 

may have different values in a different realization. Due to this uniqueness, we cannot 

simply transform them to comply with SOS standard. In order to standardize weather 

realizations under SOS and make them available online, we introduced a naming rule 

for describing each scenario of weather realization in order that we can refer to it. 
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• Uniform Resource Name (URN) rule for a weather realization scenario 

We utilize URN concept for referring to each weather realization. And we use 

this URN as a filter parameter for offering tag in the getObservation request. The 

format of the URN of weather realizations is as follows.  

scenario_n_generator_G_climateforecast_C_foi_XXX 

Where: 

scenario is a constant word  

n is a scenario number of weather realization 

generator is a constant word 

G is name of weather generator which is used for generating weather realization.  

In this research, DISAG refers to DisAg weather generator and PDISAG refers to PredictWTD weather 

generator.  

climateforecast is constant 

C is to refer to seasonal climate forecast scenario.  

In this research, we only provide normal forecast which is BN = 33, NN = 34, AN = 33. The keyword 

to refer is “NORMAL”. 

foi is the abbreviation for feature of interest. It is used to refer to a specific location, which is a physical 

weather station name in source SOS.  
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The URN of the first weather realization generated from historical weather 

data; foi= urn:IBUNYA:AMeDAS-NIAES:GAMAGOORI-51281  

is generated by DISAG weather generator as  

scenario_1_generator_DISAG_climateforecast_NORMAL_foi_urn:IBUNYA:AMeDAS-

NIAES:GAMAGOORI-51281 

IWG for sharing weather realizations 

IWG is developed for improving efficiency of weather generator web service 

and promoting caching and sharing for weather realizations. IWG allows client to 

request weather realizations by specifying location in latitude and longitude with 

acceptable distance to a weather station. Service endpoint of IWG and parameters are 

shown in Table 19.   

Table 19. Request parameter of the IWG service 

Service endpoint http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/IWG_2/rest/scenarios? 

HTTP GET 
Parameter 

Description Example 

generator Name of weather generator service DISAG 

foi Location in latitude and longitude with 

distance in unit of degree 

lat:35.12lon:136.1within:2.0 

refresh This parameter is for telling the service if 

user allows caching data to be returned.  

true: caching data is not accepted. The 

service must generate new weather 

realizations 

false: caching data is accepted 

true or false 
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Example of HTTP GET  

http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/IWG_1/rest/scenarios?generator=DISAG&foi=lat:35

.12lon:136.1within:2.0&refresh=false 

 

Figure 19 demonstrates the workflow for sharing weather realizations using 

IWG service and WSc SOS. When a user invokes service of IWG, IWG will first search 

for cached weather realizations on WSc SOS by issuing GetCapabilities request. If the 

list of available weather realizations matches user’s request, the weather realizations 

are returned to user. If not, IWG invokes weather generator (WG) service for 

generating weather realizations and returns them to the user. At the same time, the 

generated weather realizations are cached to WSc SOS using InsertObservation 

operation. An operator of this framework may use IWG to prepare weather 

realizations for all available historical weather data in order to give fast response to 

clients for a better service in a region.   



IWG

request 
weather realization (locationA)

WSc SOSClient

List of  
caching weather realization

WG Service

GetCapabilities

Check user request and 
available weather realizations

Invoke Service

Weather realizations

InsertObservation 

Weather realizations

Weather realization
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http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/WSc_SOS_2/service?service=SOS&version=

2.0.0&request=GetObservation&MergeObservationsIntoDataArray=true&off

ering=scenario_1_generator_DISAG_climateforecast_NORMAL_foi_urn:IBU

NYA:AMeDAS-NIAES:GAMAGOORI-

51281,scenario_2_generator_DISAG_climateforecast_NORMAL_foi_ 
urn:IBUNYA:AMeDAS-NIAES:GAMAGOORI-51281 

 

Data Transformation Service 

This service is for data formatting purpose. It is designed for switching data 

format to match user requirement and model requirement. In this system, 

transformation of O&M format to WTD is implemented. If an output of one 

component cannot be directly used as the input of the next component, data 

transformation service will be called. We designed this service by allowing parsing 

the link of data to service endpoint using concatenating method. Table 21 provides 

information and parameters of this service. 

Table 21. Data transformation service and parameter 

Service endpoint http://ec2-52-69-188-223.ap-northeast- 

1.compute.amazonaws.com:8080/DataTransformation/rest/transform/ 

� 

HTTP GET Parameter Description 

URL of historical data URL of historical data in O&M format 
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Example request for transforming O&M to WTD is as follows. 

http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/DataTransformation/rest/transform/http://ec2-52-69-188-223.ap-

northeast-

1.compute.amazonaws.com:8080/HW_SOS_2/service?service=SOS&version=2.0.0&request=GetObser

vation&MergeObservationsIntoDataArray=true&offering=weatherhistory_urn:IBUNYA:AMeDAS-

NIAES:GAMAGOORI-51281 

 

6.2 Case study 

Several researches utilize DisAg and PredictWTD model for generating 

weather realizations in order to predict yield with its probability by crop modeling for 

example (Ines & Hansen, 2006). This section demonstrates two case studies in which 

weather generator web services are used for preparing weather realizations. The 

generated weather realizations are in WTD format following ICASA as for the input 

to DSSAT crop model. The objective of each case study, data flow of receiving data, 

and service interface are described as follows: 

Case study 1: Generating a hundred of weather realizations using DISAG 

based on thirty-year span of climatological data from urn:IBUNYA:AMeDAS-

NIAES:GAMAGOORI-51281. The data source is referred by location name. This 

station is located at 34.845 degrees’ latitude and 137.217 degrees’ longitude in Japan. 

The sample of HTTP GET request and parameters are described in  

Table 22. 
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Table 22. DISAG Web service request 

HTTP GET Request http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/DISAGWS/rest/generate?num=100&from=

2016,3&to=2016,12&weatherhistory=http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/DataTransformation/rest/transform/http://

ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/HW_SOS_2/service?service=SOS&version

=2.0.0&request=GetObservation&MergeObservationsIntoDataArray=true&o

ffering=weatherhistory_urn:IBUNYA:AMeDAS-NIAES:GAMAGOORI-

51281 

Parameter Value 

Service endpoint http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/DISAGWS/rest/generate? 

num 100 

from 2016,3 

to 2016,12 

weatherhistory Data transformation service is called to translate historical data in O&M 

format to be WTD format.  

The URL of historical climatological data is http://ec2-52-69-188-223.ap-

northeast-

1.compute.amazonaws.com:8080/HW_SOS_2/service?service=SOS&version

=2.0.0&request=GetObservation&MergeObservationsIntoDataArray=true&o

ffering=weatherhistory_urn:IBUNYA:AMeDAS-NIAES:GAMAGOORI-

51281 

 

One hundred weather realizations are generated. The return is a XML 

document that contains a list of URL to the weather. The graph of hundred weather 

realizations is visualized in Figure 20. Each weather realization contains daily 

maximum temperature, daily minimum temperature, daily solar radiation and daily 

precipitation from the 1st February to the end of November, which covers one rice 

season. The graph shows mean, minimum, maximum, 33rd percentile and 67th 
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percentile of each climate variable. These weather realizations are prepared to be input 

to simulate expected rice yield of 2016 cropping calendar. In central Japan, rice season 

is from around April to October.  

 

Figure 20. Graph of each climate variable of case study 1 (DISAGWS, normal forecast) 
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Case study 2: Generating a hundred weather realizations using PDISAG web 

service by considering seasonal forecast scenarios. HTTP GET request and parameters 

are in Table 23. The climatological input to the service is same as the case study 1.  

Table 23. PDISAG Web service request 

HTTP GET Request http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/PDISAGWS/rest/generate?num=100&clim

ateforecast=BN15,NN32,AN53&from=2016,3&to=2016,12&weatherhistory=h

ttp://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/DataTransformation/rest/transform/http://

ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/HW_SOS_2/service?service=SOS&version

=2.0.0&request=GetObservation&MergeObservationsIntoDataArray=true&o

ffering=weatherhistory_urn:IBUNYA:AMeDAS-NIAES:GAMAGOORI-

51281 

Parameter Value 

Service endpoint http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/PDISAGWS/rest/generate? 

num 100 

climateforecast BN=15,NN=32,AN=53 

from 2016,3 

to 2016,12 

weatherhistory Data transformation service is called to translate historical data in O&M 

format to be WTD format.  

The URL of historical climatological data is http://ec2-52-69-188-223.ap-

northeast-

1.compute.amazonaws.com:8080/HW_SOS_2/service?service=SOS&version

=2.0.0&request=GetObservation&MergeObservationsIntoDataArray=true&o

ffering=weatherhistory_urn:IBUNYA:AMeDAS-NIAES:GAMAGOORI-

51281 

 

We assumed that climate forecast scenarios are BN=15, NN=32 and AN=53. 15%, 

32% and 53% probability of precipitation are considered below average, near average 
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and above average respectively. Figure 20 shows a graph of mean, minimum, 

maximum, 33rd percentile and 67th percentile of each climate variable. The graph 

shows that mean of rainfall amount is higher than the normal climate as visualized in 

Figure 21 of case study 1. 

 

Figure 21. Graph of each climate variable of case study 2 (PDISAGWS, BN=15, NN=32, AN=53) 
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The average of response time to obtain the URL list of the realizations in both 

case studies take 46.2 seconds, which is efficient for practical applications. The 

response time depends on data preparation processes. A larger file of long-term 

climatological data needs more time to parse to the weather generator services than 

the smaller one. 

6.3 Summary and Discussion 

The weather generator web service framework proposed in this research is a 

novel development. It extends usability of standalone weather generators to be online 

services. The responses of the services also provide certain level of traceability on data 

source and mechanism to weather realization. Researchers from a small team without 

capacity to operate their own weather generator model can utilize these services and 

focus on their business logic for solving specific problems.  

The framework ensures interoperability of the service and data using SOS and 

O&M documents as well as proposing sharing mechanism for identical weather 

realizations. Legacy weather generator programs are wrapped into RESTful web 

service. The complicated structure of weather generator model is hidden behind the 

framework. Users do not need to handle complicated structure of input file format. 

Users only need to know the service endpoint and parameters to generate weather 

realizations. Users’ role is clearly separated between model developers, service 

providers, and general users.  
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Climatological data source, HW SOS, data transformation service and weather 

generator model are seamlessly wired. Long-term climatological data, the essential 

input of weather generators, is passed to the models using concatenation mechanism. 

It is convenient for users to pass data to the model without downloading and 

uploading data back and forth across a server and a local machine. The time consumed 

in manual data preparation can be dramatically reduced by utilizing the data 

preparation service. Connecting data source and running weather generator can be 

automated.  

Weather generator is important not only in agricultural fields, but many other 

fields. It can be used to evaluate plans in such as disaster managements or logistics. 

We designed the framework to secure interoperability of the service and data using 

SOS and O&M documents. The web service framework proposed in this chapter will 

expose the function of weather generator models which facilitate the application 

developments that require weather realization. 



API Integration Platform for Agronomic Models   

 

 

 

100 

CHAPTER 7: Soil API 

Soil profile is one of the main required data for running crop models. Since the 

most of crop models have their own format for soil input and require different soil 

characteristics information, additional efforts are required to convert the publically 

available soil dataset to model-specific soil input in a specific format. The DSSAT, for 

example, requires numbers of soil characteristics in a specific format as shown in Table 

4. Global soil databases are often written in ICASA standard, and DSSAT accepts 

ICASA. Finding a soil profiles for a given location, however, is not a simple work. 

Furthermore, a national to local scale soil databases that have much more detail than 

global databases are in their proprietary formats. It is barrier for new comers who 

want to run crop simulation to understand and be able to prepare a soil profile in 

required format.  

This chapter describes a development of web API framework to facilitate soil 

profile preparation in ready-to-use format to run DSSAT model. Moreover, to 

overcome the limitation of soil data in Japan that gives only the data of top soil layer, 

a mechanism to generate profile data by fusing it with a global database is designed. 

With this service, users can request soil profile by defining a location in latitude and 

longitude. Users do not need to spend precious time on learning data structure of soil 

profile, searching soil profile ID and formatting data. 
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7.1 Data Source 

There are three soil data sources in this research. One is a global data source 

provided by WISE which is described in the section 7.1.1. Another are HC27 generic 

soil profiles by HarvestChoice (described in the section 7.1.2) and Japanese 

physicochemical database (described in the section 7.1.3). 

7.1.1 WISE dataset 

The most readily available soil data throughout the globe is the World 

Inventory of Soil Emission potentials (WISE) dataset, which has 3404 soil profiles for 

the world (Arjan, et al., 2007) and (Consuelo & al., 2012) as shown in the Figure 22  (a). 

In Japan, there are only 29 soil profiles are available from the WISE dataset shown in 

the  Figure 22 (b). The list of available soil profiles with location is shown in Table 24. 
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(a)

 

(b) 

 

Figure 22. (a) World map showing the location of 3404 soil profiles available from WISE and (b) Japan map 
showing the location of 29 soil profiles from WISE (note: some locations have more than two different soil profiles) 
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Table 24. WISE soil profile in Japan 

Soil profile Location 

Eutric Fluvisol (FLe) 36.083  140.167 

Eutric Gleysol (GLe) 37.800  139.150 

Eutric Gleysol (GLe) 36.650  138.167 

Dystric Gleysol (GLd) 43.767  142.383 

Gleyic Andosol (ANg) 36.000  138.000 

Gleyic Cambisol (CMg) 34.767  137.733 

Ferric Acrisol (ACf) 34.883  134.895 

Eutric Fluvisol (FLe) 34.534  133.920 

Eutric Fluvisol (FLe) 34.581  133.831 

Eutric Fluvisol (FLe) 34.260  133.776 

Dystric Cambisol (CMd) 36.183  140.083 

Chromic Cambisol (CMx) 33.550  133.867 

Eutric Gleysol (GLe) 37.750  139.183 

Dystric Fluvisol (FLd) 43.350  141.883 

Gleyic Acrisol (ACg) 34.722  134.990 

Eutric Gleysol (GLe) 34.270  133.973 

Haplic Podzol (PZh) 36.650  138.200 

Cambic Podzol (PZb) 40.833  140.717 

Gleyic Podzol (PZg) 36.650  138.167 

Humic Cambisol (CMu) 36.667  138.167 

Vitric Andosol (ANz) 36.383  139.767 
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Eutric Gleysol (GLe) 37.917  139.333 

Eutric Gleysol (GLe) 37.750  139.083 

Eutric Cambisol (CMe) 37.750  139.083 

Eutric Gleysol (GLe) 37.917  139.333 

Mollic Andosol (ANm) 36.367  139.483 

Haplic Andosol (ANh) 35.333  138.967 

Eutric Fluvisol (FLe) 33.667  130.800 

Eutric Fluvisol (FLe) 36.500  136.500 

  

The structure of soil profile in WISE dataset is in ICASA format which is 

suitable for DSSAT crop simulation. Figure 23 shows structure of soil profile from 

WISE dataset. The meaning of each variable in Figure 23 can be found in section 2.6. 

 

Figure 23. Soil profile selected for DSSAT crop simulation in Tokachi region 
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7.1.2 HarvestChoice dataset 

HarvestChoice  (HarvestChoice , 2015) by John Dimes (ICRISAT) and Jawoo 

Koo (HarvestChoice/IFPRI) developed generic soil profile database as called HC27 

Generic Soil Profiles by HarvestChoice (HC27) (Koo, 2010) to overcome the limitation 

of location-specific soil profile data for crop modeling applications. HC27 is a set of 

generic soil profiles based on three criteria that crop models are most responsive to; 

texture, fertility (or organic carbon content) and depth (or rooting depth) in formats 

compatible with DSSAT (Koo, 2010). Soil profile in HC27 is classified as shown in 

Figure 24.  

 

Figure 24. Soil profile classification in HC27 

TEXTURE -- FERTILITY - DEPTH --- SOILPROILE 
=========================================== 
+- CLAY -+- HIGH ---+- DEEP ---- HC_GEN0001 
|        |          +- MEDIUM -- HC_GEN0002 
|        |          +- SHALLOW - HC_GEN0003 
|        +- MEDIUM -+- DEEP ---- HC_GEN0004 
|        |          +- MEDIUM -- HC_GEN0005 
|        |          +- SHALLOW - HC_GEN0006 
|        +- LOW ----+- DEEP ---- HC_GEN0007 
|                   +- MEDIUM -- HC_GEN0008 
|                   +- SHALLOW - HC_GEN0009 
+- LOAM -+- HIGH ---+- DEEP ---- HC_GEN0010  
|        |          +- MEDIUM -- HC_GEN0011 
|        |          +- SHALLOW - HC_GEN0012 
|        +- MEDIUM -+- DEEP ---- HC_GEN0013 
|        |          +- MEDIUM -- HC_GEN0014 
|        |          +- SHALLOW - HC_GEN0015 
|        +- LOW ----+- DEEP ---- HC_GEN0016 
|                   +- MEDIUM -- HC_GEN0017 
|                   +- SHALLOW - HC_GEN0018 
+- SAND -+- HIGH ---+- DEEP ---- HC_GEN0019  
         |          +- MEDIUM -- HC_GEN0020 
         |          +- SHALLOW - HC_GEN0021 
         +- MEDIUM -+- DEEP ---- HC_GEN0022 
         |          +- MEDIUM -- HC_GEN0023 
         |          +- SHALLOW - HC_GEN0024 
         +- LOW ----+- DEEP ---- HC_GEN0025 
                    +- MEDIUM -- HC_GEN0026 
                    +- SHALLOW - HC_GEN0027 
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7.1.3 Japanese topsoil database(J-topsoilDB) 

National Agriculture and Food Research Organization (NARO) provides soil 

physicochemical data of topsoil in Japan (called as J-topsoilDB). Soil samples of topsoil 

from thousands of farms regarding to farm types were analyzed for chemical and 

physical characteristics. The physicochemical characteristics of topsoil layer have been 

published on NIASE webpage (National Institute for Agro-Environmental Sciences, 

Japan, 2009) and (Soil Map, National Institute for Agro-Environmental Sciences, Japan, 

2009). Sixteen major classifications of soil are described (Agriculture, Forestry and 

Fisheries Research Council Secretariat, 2016). Each major classification has subclasses, 

i.e. gleysoil (http://agrimesh.dc.affrc.go.jp/soil_db/explain_14.phtml) has 7 subclasses 

which are fine strong gleysoil (14A), medium-strong gleysoil (14B), gravelly strong 

gleysoil (14C), fine gleysoil (14D), medium coarse gleysoil (14E), lower-black gleysoil 

(14F), lower organic matter gleysoil (14G). There are 60 soil classifications of topsoil 

layer in total. Each soil classification provides textural information as shown in Figure 

25 and Figure 26. 
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Figure 25. Physical and chemical properties of 14A soil classification (from agrimesh.dc.affrc.go.jp) 
 

 

(from http://agrimesh.dc.affrc.go.jp/soil_db/pac/14A/14A_5.pdf) 

Figure 26. Texture information of 14A 
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7.2 Fusion method to merge J-topsoilDB with HC27 

As there are only 29 points of soil profile in WISE database all over Japan, it is 

not possible to interpolate soil profile from this data set. J-topsoilDB provides many 

soil classifications in Japan from several thousand sampling points yet, they are only 

on topsoil layer. HC27 generic soil profiles improved the applicability of WISE by 

defining 27 soil classes regarding texture, fertility and depth criteria. For running crop 

simulations, soil profile in topsoil and subsoil layers are required for simulating water 

movement. To overcome the limitation of location-specific and layer-specific of soil 

profile data for crop modeling applications, in this research, a fusion method for 

combining J-topsoilDB and HC27 generic soil profiles are introduced. The fusion 

method consists of three main steps which are described in 7.2.1, 7.2.2 and 7.2.3 

respectively. The fusion soil datasets are generated and kept as newly created JP.SOL.  

JP.SOL is wrapped into Soil API for providing soil profile in Japan. 

7.2.1 Analysis of correlation between J-topsoilDB and HC27 

Analysis of correlation between soil classification of J-topsoilDB and soil profile 

of HC27 on topsoil layer are considered by texture, fertility, and depth criteria. These 

three criteria are the criteria that HC27 used to define soil profile as shown in Figure 

24.  
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Texture analysis 

Firstly, b value (pore pressure coefficient) of J-topsoilDB is used to determine 

the texture type. b value is a slope of the line obtained from matrix potential between 

pF 1.5 and pF 2.7. There are three texture classifications, clay, loam and sand as shown 

in Table 25. The method to decide the threshold is as follow. 

• b values were generated for all combinations of clay, loam and sand 

contents from 0.05 to 0.95 by step 0.05 following  (Campbell, 1985). 

• Each combination is classified regard to class of major texture. 

• All combinations are sorted by b value. 

• Identify the b value that appears at boundary of texture class 

§ Clay and loam is clearly separated within 5 combinations and the 3rd 

b value is identified as the threshold. 

§ Loam and clay class have rather wider overlaps, 48 classes. The 

threshold is identified at the center of consecutive 7 combinations 

where the probability of both class is 50-50%. 

Table 25. Determination of Texture    

Type of texture b value threshold  

Clay Equal or greater than 12.63 

Loam Between 5.16 and 12.63 

Sand Less than 5.16 
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Fertility analysis 

 To classify fertility, which has high, medium and low class, the soil organic 

carbon (SOC) is used to determine the fertility classification as shown in Table 26. The 

defined SOC value is referred to  (Jawoo Koo, 2010). 

Table 26. Determination of Fertility 

Type of fertility SOC value threshold  

High Equal or greater than 1.2 

MED Between 0.7 and 1.2 

LOW Between 0.0 and 0.7 

Depth analysis 

 The final step is to classify depth criteria in order to define which soil profile 

of HC27 can be a representative of each soil classification of J-topsoilDB. There are 

three levels of depth which are deep (D), medium (M) and shallow (S). Depth is 

classified by available water storage capacity (AWC) as shown in Table 27. 

Classification formula for defining depth is from (Eunjin Han, 2015). 

Table 27. Determination of Depth 
Class AWC (mm/m) Clay Loam Sand 

1 Greater than 150 D D D 

2 Equal or greater than 125 M M D 

3 Equal or greater than 100 S M M 

4 Equal or greater than 75 S S M 

5 Equal or greater than 50 S S S 

6 Equal or greater than 15 S S S 

7 Less than 15 S S S 
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After determining three criteria, texture, fertility and depth, we can specify the 

best match between soil classification of J-topsoilDB and soil profile of HC27 as 

summarized in Table 28. 

Table 28. Matching summary between J-topsoilDB and HC27 

Soil 

classification 

in J-topsoilDB 

Classification Soil profile in 

HC27 Texture Fertility Depth 

01A LOAM HIGH SHALLOW HC_GEN0012 
02A LOAM MEDIUM SHALLOW HC_GEN0015 
03A LOAM HIGH DEEP HC_GEN0010 
03B LOAM HIGH MEDIUM HC_GEN0011 
03C LOAM HIGH MEDIUM HC_GEN0011 
03D LOAM HIGH MEDIUM HC_GEN0011 
03E LOAM HIGH SHALLOW HC_GEN0012 
04A LOAM HIGH MEDIUM HC_GEN0011 
04B LOAM HIGH MEDIUM HC_GEN0011 
04C CLAY HIGH SHALLOW HC_GEN0003 
04D CLAY HIGH SHALLOW HC_GEN0003 
04E LOAM HIGH SHALLOW HC_GEN0012 
05A SAND HIGH SHALLOW HC_GEN0021 
05B LOAM HIGH DEEP HC_GEN0010 
05C LOAM HIGH MEDIUM HC_GEN0011 
06A LOAM HIGH SHALLOW HC_GEN0012 
06B LOAM HIGH SHALLOW HC_GEN0012 
06C LOAM HIGH SHALLOW HC_GEN0012 
07A CLAY HIGH SHALLOW HC_GEN0003 
07B LOAM HIGH SHALLOW HC_GEN0012 
07C CLAY HIGH SHALLOW HC_GEN0003 
07D CLAY MEDIUM SHALLOW HC_GEN0006 
08A SAND HIGH SHALLOW HC_GEN0021 
08B LOAM HIGH MEDIUM HC_GEN0011 
08C CLAY HIGH SHALLOW HC_GEN0003 
09A CLAY HIGH SHALLOW HC_GEN0003 
09B LOAM HIGH MEDIUM HC_GEN0011 
09C LOAM HIGH SHALLOW HC_GEN0012 
10A LOAM HIGH SHALLOW HC_GEN0012 
10B LOAM HIGH SHALLOW HC_GEN0012 
10C LOAM HIGH SHALLOW HC_GEN0012 
10D LOAM HIGH MEDIUM HC_GEN0011 
10E LOAM HIGH SHALLOW HC_GEN0012 
10F CLAY HIGH SHALLOW HC_GEN0003 
11A CLAY HIGH SHALLOW HC_GEN0003 
11B CLAY HIGH SHALLOW HC_GEN0003 
12A CLAY HIGH SHALLOW HC_GEN0003 
12B LOAM HIGH MEDIUM HC_GEN0011 
12C LOAM HIGH SHALLOW HC_GEN0012 
12D CLAY HIGH SHALLOW HC_GEN0003 
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12E CLAY HIGH SHALLOW HC_GEN0003 
12F LOAM HIGH SHALLOW HC_GEN0012 
13A CLAY HIGH SHALLOW HC_GEN0003 
13B LOAM HIGH MEDIUM HC_GEN0011 
13C LOAM HIGH SHALLOW HC_GEN0012 
13D LOAM HIGH SHALLOW HC_GEN0012 
13E LOAM HIGH SHALLOW HC_GEN0012 
13F CLAY HIGH SHALLOW HC_GEN0003 
13G LOAM HIGH SHALLOW HC_GEN0012 
13H LOAM HIGH MEDIUM HC_GEN0011 
13I LOAM HIGH SHALLOW HC_GEN0012 
14A LOAM HIGH SHALLOW HC_GEN0012 
14B LOAM HIGH MEDIUM HC_GEN0011 
14C LOAM HIGH DEEP HC_GEN0010 
14D CLAY HIGH SHALLOW HC_GEN0003 
14E LOAM HIGH MEDIUM HC_GEN0011 
14F LOAM HIGH MEDIUM HC_GEN0011 
14G CLAY HIGH SHALLOW HC_GEN0003 
15A CLAY HIGH SHALLOW HC_GEN0003 
16A LOAM HIGH DEEP HC_GEN0010 

 

7.2.2 Updating physicochemical properties required for crop modeling 

Dominant variables that govern water movement, soil moisture and potential in 

simulating soil water content, are listed in Table 29. These variables are derived from 

J-topsoilDB. The value and methodology for mapping these parameters are described 

in Table 29. Other variables out of the list in Table 29 are derived directly from HC 27. 
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Table 30. Naming rule for defining soil profile ID  

Code JP_NR [XX] [XXX] 

Definition Japan and NARO 

source 

PD: paddy 

PH: paddy with 

hardpan horizon 

NP: non-paddy 

AL: all 

Soil classification 

code from J-

topsoilDB 

Example JP_NRPH07A 

 

For instance, JP_NRPH07A in JP.SOL which  combines a soil profile from HC27 and 

soil properties at topsoil layer of J-topsoilDB in paddy field with hardpan horizon is 

shown in Figure 27. 

 For instance, 07A classification of J-topsoilDB is matched to HC_GEN003 

classification of HC27 which is clay texture, high fertility and shallow depth. The value 

in red underlined of Figure 27 are updated by using the method mentioned in Table 

29. 

 

Figure 27. Soil profile of JP_NRPH07A 

*JP_NRPH07A  NARO        C       060 Revised based on HC27 with NARO data, Clay HF060 
@SITE        COUNTRY          LAT     LONG SCS Family 
 -99         Japan        -00.000  -00.000 Clay Shal (HF) 
@ SCOM  SALB  SLU1  SLDR  SLRO  SLNF  SLPF  SMHB  SMPX  SMKE 
    BK  0.05  8.00  0.20 85.00  1.00  1.00 SA001 SA001 SA001 
@  SLB  SLMH  SLLL  SDUL  SSAT  SRGF  SSKS  SBDM  SLOC  SLCL  SLSI  SLCF  SLNI  SLHW  SLHB  SCEC  SADC 
    15     A 0.370 0.447 0.587  1.00  0.59  1.20  2.10 60.00 25.00 -99.0  0.20  5.90 -99.0 -99.0 -99.0 
    20    AB 0.230 0.410 0.467  0.65  0.80  1.20  0.87 60.00 25.00 -99.0  0.07  6.50 -99.0 -99.0 -99.0 
    25     A 0.370 0.447 0.587  1.00  0.06  1.20  2.10 60.00 25.00 -99.0  0.20  5.90 -99.0 -99.0 -99.0 
    30    AB 0.230 0.410 0.467  0.65  0.80  1.20  0.87 60.00 25.00 -99.0  0.07  6.50 -99.0 -99.0 -99.0 
    60    BA 0.260 0.415 0.467  0.38  0.60  1.20  0.69 60.00 25.00 -99.0  0.06  6.50 -99.0 -99.0 -99.0 
@  SLB  SLPX  SLPT  SLPO CACO3  SLAL  SLFE  SLMN  SLBS  SLPA  SLPB  SLKE  SLMG  SLNA  SLSU  SLEC  SLCA 
    15 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 
    20 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 
    25 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 
    30 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 
    60 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 -99.0 
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Table 31. Service endpoint and parameters of SoilAPI 

Service endpoint http://de11.digitalasia.chubu.ac.jp/swagger/#!/project/get_soil_searchSoil

_php� 

HTTP GET 
Parameter 

Description 

lat Latitude of interest area 

lon Longitude of interest area 

format Three formats are available which are DSSAT (ICASA format), DSSAT_JSON (ICASA in 

JSON format) and URL_JSON (the URL to the file). The default is DSSAT 

db Specify the database for retrieving soil profile. Two databases are available; JP.SOL and 

WI.SOL. Possible parameters are jpsol_al (all), jpsol_pd (paddy field), jpsol_ph (paddy 

field with hardpan horizon), jpsol_np (non-paddy field), and wisol (WISE database).  

dist Distance in kilometer in case of searching for possible soil profile in the given distance. 

The default is 0 km. 

Example of 

request URL 

http://de11.digitalasia.chubu.ac.jp/soil/searchSoil.php?lat=35.279&lon=137.021&format

=dssat&db=niaes2hc 

 

Soil profiles can be obtained by identifying latitude and longitude. Users can 

choose to receive one of the 3 formats as described in “format” parameter in  

 

Table 31. The response to an example request defined in  

 

Table 31 is shown in Figure 29. Definition of each variable is described in the 

section 2.6.  
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Figure 29. Example response of Soil API 
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7.4 Summary and Discussion 

Soil information is one of the key inputs to crop simulation, however, preparing 

them is difficult because the detail and complex parameters are required to be filled 

in a strict format. Soil profile influences simulation result greatly. The combination of 

topsoil from J-topsoilDB and subsoil from HC27 are generated for enhancing soil 

profiles in Japan. This research introduced a fusion mechanism for combining them.  

The global soil profile (WI.SOL) and enhanced Japanese soil profile (JP.SOL) are 

provided via Soil API. Soil API simplifies the procedure of soil profile preparation. 

Users can acquire soil information in the ready-to-use format for inputting to DSSAT 

crop model online by only knowing latitude and longitude of the target area.  

In order to expand the usability of the Soil API to models that requires format 

other than ICASA, we need to implement data transformation options to other soil 

profile formats. Data transformation for translating soil information into other format 

need more investigation. 
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CHAPTER 8: Crop Model API 

 This chapter explains crop model API development. The approach of 

crop model API is to facilitate operation of crop models so that development of 

agricultural applications can easily utilize crop models to solve problems in a farm, 

and broader scales. Crop simulation models are useful tools for a simulating impact 

of an environment to crop production and yield. It is the reason that the demand on 

integrating crop models into decision support systems has been dramatically 

increasing. Complexities of manipulating crop models, however, are a barrier to 

development. Crop model API is developed to make crop models accessible online. 

Users do not need to operate the model by themselves. Experiment WIKI API is also 

developed for users to manage conditions of running the model online. With this 

combination, users can run crop model by just accessing service endpoint while 

having full control in running conditions.  

8.1 Designing 

The crop model API was conceptually designed as the top layer of the platform 

(shown in Figure 12). This part is to control and run crop models using web service 

principle. The service endpoint is constructed as a combination of a crop model and a 

crop type. For instance, DSSAT-WHEAT means DSSAT is used to simulate wheat for 

this service. This design is for supporting further development to add a new model 

and a new crop into the API. Underneath this service, several services, which are 
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mentioned in previous chapters, are involved for preparing data to the model. When 

a service endpoint was called, the API invokes the corresponding crop model then 

return a result to the caller. 

Most of crop models require a control file or parameter file for initializing the 

condition of a simulation. In case of DSSAT crop model, the control file is called an 

experiment file. It contains essential information and simulation condition for 

controlling a simulation run (Jones, et al., 2003). Essential but complex information on 

cultivar, fertilizer, irrigation, crop residue, organic material, soil profile and weather 

information are structured in the experiment file. Some part, i.e. soil profile and 

weather information, is referred by ID. When the experimental file is loaded to the 

main program, several files are referred during the runtime. 

To manage the experiment file, we provide a service named “Experiment WIKI 

API” for generating control file for running DSSAT crop model.  

 

Figure 30. Relationship of Crop Model API and Experiment WIKI API  
 

When a user calls the DSSAT-WHEAT service endpoint, the experiment file, as 

the required parameter, is loaded to the working directory as visualized in Figure 30.  

Experiment WIKI APICrop Model API

DSSAT-WHEAT DSSAT Experiment 
load experiment file to 

working directory
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Model calibration and model validation are not in the scope of this research. 

Several researches on these topics have been done by crop modelers that prove 

reliability and performance of DSSAT crop models. 

 

8.2 Implementing   

There are two part on this development. One is Crop Model API and another 

is Experiment WIKI API. They are described as follows.   

8.2.1 Crop Model API  

The decision support system for agrotechnology transfer (DSSAT) cropping 

system model (CSM), DSSAT-CSM version 4.6 (Hoogenboom, et al., 2015) is a package 

that has a function to simulate crop growth and yield for 16 different crops (Jones, et 

al., 2003). DSSAT-CSM package was wrapped into the web service framework. A 

service instance in this layer is based on crop model and crop type. For example, 

DSSAT-WHEAT is an instance which has a service endpoint to simulate wheat 

production using DSSAT-CSM model.  

For this research as a prototype, DSSAT-WHEAT, is deployed on Amazon Web 

Service (AWS), a cloud computing service (Amazon, 2016).  

Table 32 described the service endpoint and parameters required for operating 

the service. 
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Table 32. DSSAT-WHEAT service endpoint and parameters 

Service endpoint http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/DSSATWS/rest/simulate? 

HTTP GET Parameter Description 

lat Latitude of interest area 

lon Longitude of interest area 

within Distance in kilometer in case of searching for possible soil profile in the given 

distance.  

experiment URL of the experimental file 

Example of request URL 
http://ec2-52-69-188-223.ap-northeast-

1.compute.amazonaws.com:8080/DSSATWS/rest/simulate?lat=10&lon=20&climat

eforecast=NORMAL&within=1&experiment=https://experiments-

dssat.herokuapp.com/experiments/1?format=text 

 

Result of Crop Model API is in XML format as shown in Figure 31. It contains 

information of crop development and yield. Detail of parameters can be found in files 

with CDE extension. 

 

Figure 31. The response of Crop Model API in XML file 
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8.2.2 Experiment WIKI API  

Experiment WIKI API is a service for constructing experiment file or control 

file of each model. When a new model is connected to the framework, a service 

instance for generating experiment file for conducting the model will be generated.  

In this research, the experiment WIKI API is developed based on a package 

named “Translator Development” (AgMIP Software Development, 2016). The 

package is open source package provided by the agricultural model intercomparison 

and improvement project (AgMIP). It can be downloaded from 

https://github.com/agmip/translator-dssat. Translator Development was developed 

with a concept to describe a process of creating a new data translation component for 

a crop model (AgMIP Software Development Project, 2016).  

The DSSAT experiment service is deployed on HEROKU, a cloud platform 

based on a managed container system (HEROKU, 2016). This service allows a user to 

modify the experiment file online. The service endpoint and parameter are described 

in Table 33.  

Table 33. Service endpoint and parameter of DSSAT experiment API 

Service endpoint https://experiments-dssat.herokuapp.com/experiments 

HTTP GET Parameter Description 

ID ID of the experiment file 

Example of request URL https://experiments-dssat.herokuapp.com/experiments/1 
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A user can modify an experiment file by referring it using service endpoint and 

experiment ID. A sample of experiment file is shown in Figure 32. The URL which is 

the concatenation of service endpoint and experiment ID can be used as an input to 

run the crop model. 

 

Figure 32. Some part of experiment file from the service 
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8.3 Summary and Discussion   

The Crop Model API development in this chapter exposes a standalone crop 

model as a web service. A novel mechanism to manipulate crop model and manage 

experiment file was implemented. With this crop model API, a development of 

decision support systems or applications that require a crop model as their engine are 

easier than ever.  

Admittedly, in the current development, it is seen as a proof of concept the best. 

Further development of consistent connection from this service to the lower level of 

services for obtaining required input data need to be investigated. The output from 

the crop model API needs more improvement including better provision of other 

result such as information about daily output such as LAI.  A further development 

can provide result in an XML file with a list of output files from crop model.  

Experiment WIKI API provides freedom to edit the experiment file which is 

convenient for agronomic experts. Further development is required to provide a 

template for editing only essential parameters.  

Output of this API is sanctified for developing decision support system to 

present expected yield. Comparing running crop model API and standalone DSSAT 

crop model by users in their local environment, the advantage of the API is evident in 

terms of data preparation, learning time for operation of the crop model.  
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CHAPTER 9: Summary and Discussion 

As the core of this novel developed platform, APIs for data preparation and 

running agronomic models were developed for providing data and predictive 

analytics on climate and crop production as web services. The platform integrated 

various data sources and agronomic models together in order to facilitate the 

development of decision support system in agriculture. DSSAT-CSM, a standalone 

crop model program, version 4.6 was embedded into the crop model API. DSSAT crop 

models have been recognized as useful tools to simulate impact of environmental 

factors and management factors to crop productions. They are often used for yield 

prediction before harvesting. Crop model API enables users to obtain simulation 

results by issuing HTTP request. Generating an experiment file for controlling 

conditions of crop models’ operation is be performed online by the experiment WIKI 

API. Two stochastic weather generator programs, DisAg and PredictWTD, were 

embedded into weather generator APIs for generating weather realizations. These 

weather generator services are for providing weather realizations which represent 

possible weather data in a coming cropping season. The PredictWTD API extended 

the functionality of DisAg API by considering seasonal forecast scenarios in the 

process of generating weather realizations. Climatological data are among the key 

inputs for agronomic models. Two main data sources of climatological data, which 

have a long-term time span over whole Japan, were made available through SOS API 
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as a basic service of the platform, as well as wired to the agronomic models. One is 

AmGSD, gridded climate data source with 1-km resolution. The other is cloudSense, 

sensor cloud service platform; that is acquiring sensor data from various sources i.e. 

weather stations and a national database; MeteoCrop DB. These data sources 

provided long-term climatological data to weather generator APIs. Another primary 

input for running crop models is soil profile. Multiple soil data sources fused into Soil 

API in order to provide soil profiles service in global scale as well as a high-resolution 

soil profile service in Japan. Three soil data sources, 1) WISE dataset (global soil 

profile)  2) HC27 (global soil profile by HarvestChoice) and 3) J-topsoilDB (Japan high-

resolution soil data at topsoil layer) were integrated into this platform. These fused 

soil data  are provided in standard and ready-to-use format for crop models via Soil 

API. A fusion mechanism of J-topsoilDB and HC27 was developed in order to extend 

the national top soil data to profile data. Users can obtain soil profile with hard pan 

layer, which play an important role especially in paddy fields to retain water. 

This agronomic API integration platform can work cooperatively or 

independently. Each API works independently in the platform. Users can access 

directly to each API for acquiring data. The APIs also serves internally for preparing 

input data to other services in the platform.  
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This research can be considered as a remarkable guideline on taking advantage 

of standards for providing interoperability on data required for agronomic models. 

Standardized interfaces absorb complexity for obtaining data of each data source. 

Users need not to learn proprietary interface of each data source one by one. 

Standardized encoding formats can reduce workloads on data preparation. SOS 

standard were complied in the platform to ensure interoperability among 

climatological data sources as well as observed weather and synthetic weather. Soil 

API provides soil profile in compliance with ICASA standard.   

The platform can be a good foundation for connecting existing standalone 

models to provide the functionalities in an integrated manner as web services globally. 

The service oriented model can reduce work loads of ordinary users. Users, as service 

consumers, need not to prepare servers, install programs, manage format of input,  

learn operational procedures. Only service providers need to work on constructing 

standalone models to be service oriented models. Model developers, service providers 

and service consumers can be clearly separated, thus they can concentrate on their 

scope of work which will increase their productivity.  
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The platform was designed for scalability; however, only DSSAT crop model 

was embedded in this research. Further research can be performed for connecting 

more agronomic models such as Simulation Model for Rice-Weather relations 

(SimRiw) (National Agriculture Research Organization, 2016) and Soil Water 

Atmosphere Plant (SWAP) model (Wageningen University, 2016) to this platform. A 

mechanism for connecting new modules and models can be developed as an adapter 

API. The adapter API should work as a registry mechanism so that wiring new models 

can be done through API without modifying to programming code of the platform. 

Sooner or later, providing agronomic models as web services will be a standard way. 

The adapter API will play an important role to provide diverse range of agronomic 

services. Once a new model has been registered, data preparation service can be called 

by the models registered in this platform.  

 As each model requires proprietary input format, data transformation will be 

big challenge for connecting new models into the platform. A data model for storing 

data and metadata will be the key for this development. The data model must be able 

to store essential metadata in order to convert one format to another without losing 

essential contents. rmAgro data model developed by Prof. Ir. D. Goense with support 

of FIspace project (FIspace, 2017) can be one of the best solution. The main purpose of 

rmCrop is a domain reference model for agricultural production (Goense, 2016). It is 

standardized data for exchanging between applications and systems.  
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In this research, the purpose of APIs’ implementation was to simplify the 

operation of agronomic models. Standard interface for providing crop model as a web 

service can be a good further research. Agricultural production system simulator 

(APSIM) is a foundation that plays an important role on standardized simulation 

programs on input and output (Agricultural Production Systems Simulator, 2016). 

The guidelines defined by APSIM can be a good foundation for defining standard 

interfaces of crop models as web services that can be further implemented on this API 

integration platform. 

Characteristics of farm land and progress of crop growth vary even in a single 

farm. Adaptation of agriculture 4.0 is taking local context in account for precision 

treatment which is extremely efficient to agriculture. This platform integrated 

essential localized data, and analyzing and predictive services which enable decision 

makers to obtain state of the farm and crop dynamically, then optimize treatments in 

a local context with very small granule, which is an ultimate precision agriculture. 
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CHAPTER 10: Conclusion 

The research combines software engineering and agronomy to contribute to 

agricultural field. This agronomic API integration platform connects various data 

sources and web services together to allow seamless data flow from one service to 

another for facilitating agronomic models’ operation. Observed data and predictive 

analytics are available in this platform via APIs. Development of useful agricultural 

applications for better decisions can be easily developed by issuing requests and then 

receiving data set or model output as response data. The complex internal structure 

of each data source is hidden behind the APIs. This platform will play a huge role in 

transforming standalone agronomic models into web services. The web services were 

built so that standalone agronomic programs can be operated online. The complex 

structure with hundreds of internal modules of agronomic models is also hidden 

behind the APIs. The platform can reduce bottlenecks in developing decision support 

systems as well as in data flow from data sources to models. The API integration 

platform revolutionizes methodologies to operate the agronomic models as well as 

data preparation processes. The agronomic API Integration platform can be a good 

foundation for providing data and models to software development. It provides equal 

opportunity for small application development teams or small research teams, who 

do not have the capacity to operate models by themselves. Recently, development of 

decision support system (DSS) and farm management information systems (FMIS), 
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are accelerating. These systems try to utilize crop models for providing useful 

information for making a better decision on agronomic management. With this 

agronomic API integration platform, the development will be simpler than ever. The 

platform can be a noticeable foundation for expanding applications and services in 

the agronomic arena. This platform is a novel initiation to support transformation of 

current IT agriculture into agriculture 4.0 by providing online accessibility to localize 

data and predictive analytics. Various localized data are integrated and analyzed 

through agronomic models. Decentralized decision making can be made based on 

specific localized context for optimizing management and maximizing the 

productivity.  
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